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ABSTRACT

School of Graduate Studies
The University of Alabama in Huntsville

Degree Doctor of Philosophy College/Dept. Engineering/Mechanical and

Aerospace Engineering

Name of Candidate Chandana Anand

Title Computational investigations of ignition characteristics of live fuels

and deposition of firebrands in a turbulent boundary layer

In the current study, computational investigation of live fuels and the prop-

agation of firebrands in a turbulent flow field was investigated as relevant to the

spotting mechanism occurring in wildfires. Spotting, which is the creation of a sec-

ondary (spot) fire by flying firebrands (also referred to as embers) that originate from

a primary fire, is a common mechanism for the spread of wildland and wildland-urban

interface (WUI) fires. To improve the understanding of the ignitability condition of

recipient fuels as relevant to the landing stage in the spotting mechanism, computa-

tional investigation of ignition of live fuels by piloted ignition was performed. The

live fuel ignition study was mainly guided by the experiments of McAllister et al.,

Fire Safety Journal, 51, 133-142 (2012). Live fuels exhibit different rates of moisture

evaporation due to the distinct states in which water is stored: free and bound states.

Free water in live fuels exists within the cell cavities, whereas bound water exists

within the cell walls. In the current work, the conventional moisture evaporation

model for live fuels was improved by including the effects of both free and bound

water to study the ignition characteristics of live fuels. The simulated and the exper-

imental ignition times compared reasonably well with each other. The time evolution

iv



of simulated and experimental mass loss rates also compared well with each other. For

all fuel moisture contents, it was observed that the release of bound moisture starts at

temperatures greater than 200◦C long after ignition time. This observation was con-

sistent with the release of moisture observed at high temperatures in the experiments

of live fuels. Next, the explicit role of turbulence in the propagation and deposition

of firebrands for the intermediate spotting range was studied. Here, the dispersion

and deposition of cylindrical shaped firebrands in a turbulent boundary layer was

investigated by large eddy simulation of air flow, with firebrands individually tracked

in a Lagrangian framework. The carried firebrands experienced both translation and

rotation as gravity, drag and lift forces acted on them. Simulations were carried out

in a turbulent boundary layer with a free stream wind velocity of 18.8 m/s, an initial

boundary layer height of 25 m, with firebrand densities of 70, 230, and 570 kg/m3 and

release heights of 20 m and 40 m. Two distinct sets of simulations were performed

by considering non-burning and burning firebrands. Identical firebrands were consec-

utively released under identical initial conditions after the turbulent flow reached a

statistically stationary state. The motion and deposition location of firebrands were

determined by tracking tens of thousands of firebrands in each simulation and com-

puting statistical quantities such as dispersion and diffusion of flying firebrands, and

the joint probability density function of the coordinates of the deposited firebrands.

For all the cases, the distribution of deposited firebrands exhibited symmetry in the

spanwise direction. The normalized mean position of the deposited firebrands with

constant mass in the streamwise direction increased approximately by a factor of

two when the density of firebrands decreased from 570 kg/m3 to 70 kg/m3. Also, the
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ground distribution of firebrands that were released from a higher elevation was found

more leptokurtic with the calculated multivariate kurtosis deviating more than 5% of

that of a normal distribution. For the cases with burning firebrands, simulations were

performed for initial firebrand densities of 230 and 570 kg/m3. As compared to the

non-burning firebrands, since the burning firebrands experience mass reduction, they

travelled for a longer distance (approximately 10 m ahead) in the streamwise direc-

tion as compared to the non-burning firebrands. The temperature of the firebrands

were controlled by convective and radiative modes of cooling with convection being

the dominant mechanism. To gain an insight into the areas prone to the occurrence

of spot fires, the ground deposition pattern of the landed firebrands was also studied.

Here, the mass and energy per unit area of the landed firebrands was quantified and

the average temperature of the landed firebrands was predicted. It was found that

firebrands with a higher initial density of 570 kg/m3 retained more energy (with av-

erage temperatures of 450 K) at the time of deposition. This behavior indicated a

greater chance of occurrence of spot fires with higher density firebrands as they are

less likely to cool and reach ambient temperatures at the time of deposition.

Abstract Approval: Committee Chair
Dr. Babak Shotorban

Department Chair
Dr. Keith Hollingsworth

Graduate Dean
Dr. David Berkowitz
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CHAPTER 1

INTRODUCTION

1.1 Wildfires

Wildfires are uncontrolled fires occurring in a vast area of combustible vege-

tation in wildlands or wildland-urban interface (WUI) regions. As reported by the

National Interagency Fire Center [14], close to 10 million acres of US land were de-

stroyed in 2017 by wildfires. The number of fires reported was around 70 thousand

nationally with an associated suppression cost of 2.8 billion dollars. Most of these

fires occurred in the westernmost region of the country where climatic conditions are

arid and dry. California for instance, accounted for the highest number of structural

damage (close to 8000 residential structures) in 2017. With the prevailing drought

conditions in these areas, destruction due to wildfires is only expected to become

more severe in the future. Wildfires are in fact a global phenomenon occurring at

various geographical locations throughout the world. In certain regions in the south-

ern hemisphere such as Australia, the occurrence of bushfires are common due to heat

waves and severe drought conditions [53]. These bush fires are non-structural fires

which burn grass, bush or forested areas and occur throughout the year. Some of the

infamous conflagrations in Australia such as the Ash Wednesday and Black Saturday
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fires [19] caused a lot of damage and claimed several lives. Wildfires are also becoming

an increasing concern in the recent years in countries such as Greece and Portugal

[75]. In 2017, wildfires in Portugal accounted for more than one-third of the burned

forest in the European Union. Although wildfires are known for their destructive

behavior they also have many beneficial effects on native vegetation, animals, and

ecosystems. While many plant species are known to depend on fire for their growth

and reproduction, occurrences of wildfire through the historical times conjectures the

evolutionary effects of fire on flora and fauna [12]. While wildfires burn decaying

matter and enrich the soil with nutrients, they also act as disinfectants by removing

disease-ridden plants and harmful insects from the forest ecosystem. The removal of

thick canopies and undergrowth in the event of fires also allows sunlight to reach the

forest floor resulting in the growth of a new generation of seedlings.

Understanding the cause and spread of wildfires is essential to predict and aid

fire management/suppression activities efficiently. Wildfires are initiated either due to

natural causes or man made activities. Some of the natural causes include lightning,

spontaneous combustion, volcanic eruption etc. However, the most common cause of

wildfire ignition (accounting for more than 90% of wildfires) is due to human activities

such as arson, sparks from equipments, discarded cigarettes, arcing of power lines etc.

These activities often initiated as small sparks transform into large conflagrations in

a short time span due to very high spread rates.

Some of the factors contributing to the high spread rate of wildfires are the

climatic conditions, slope of the terrain, combustibility of vegetation, ambient wind

conditions and creation of spot fires by firebrands. Climate plays an important role in
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controlling the fire activity as it regulates vegetation productivity and fuel moisture

content. While rainfall may suppress fire activity during a dry season, the fuel build-

up during wet years will only increase the burned area in subsequent years, thereby

influencing the spread rate of fires [4]. Furthermore, the combined effect of wind

and slope enhances the heat transfer between the flame and unburned fuel ahead of

it altering the spread rate of wildfires [30]. The phenomenon of spotting caused by

firebrands also plays an important role in influencing the rate of fire spread. A detailed

description of this mechanism which is the focus of the present work is discussed in

the following section.

1.2 Spotting Mechanism

Spotting mechanism, which is the creation of secondary or spot fires by fire-

brands (also referred to as embers) that originate from a primary fire, is a potential

mechanism for the spread of wildland and WUI fires [2, 48]. Firebrands are burning

or glowing fragments of vegetation such as twigs, barks, leaves and in WUI areas,

wood shakes and shingles. Firebrands also take the form of hot metal fragments in

the event of power line interactions. Many studies in the past were performed to

understand the spotting mechanism and the role of firebrands in the spread of fires

(see review articles by Koo et al. [48] and Fernandez-Pello [27]).

Firebrands are generated when burning vegetation disintegrates and breaks

off from the parent material resulting in smaller burning fragments. The physical

and material properties of the embers largely depend on the species of the parent
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Lofting Stage Propagation Stage Deposition Stage

Figure 1.1: Schematic diagram of the three stages of firebrand transport (a) lofting,
(b) propagation and (c) deposition.

material and the intensity of the fire. These factors determine the burning properties

of firebrands wherein they undergo flaming or glowing combustion.

The motion of a firebrand from generation to landing occurs via three se-

quential stages, namely, lofting, propagation, and landing, as shown in figure 1.1.

These three stages broadly encompass several thermo-chemical and physical mecha-

nisms such as firebrand generation owing to degradation of parent material due to

pyrolysis and combustion, aerodynamics during propagation, interaction of firebrand

dynamics with air turbulence, heat transfer between firebrands and the recipient fuel

and glowing combustion. This work mainly focuses on understanding the stages of

propagation and deposition of firebrands.
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The firebrand conditions such as mass, size and geometrical shape are im-

portant to the firebrand motion in all these stages. During the spotting process,

the ambient conditions which can change drastically from one stage to another is

also an important factor. Depending on the wind conditions, they are carried over

a distance ranging from a few meters to tens of kilometers [31]. Based on the dis-

tance traversed by the firebrands, spotting can be classified as short-range (few tens

of meters), intermediate-range, and long-range (tens of kilometers) [1]. In particu-

lar, the intermediate/long range spotting is known to cause destruction of residential

structures in WUI regions prior to the arrival of the main fire front [60].

In the lofting stage, it is the convective columns of the primary fire responsible

for the predominantly upward motion and lofting of firebrands. The propagation stage

may be considered lacking for short-range spotting whereas it can constitute a long

section of the overall distance a firebrand travels in long-range spotting. The ambient

wind conditions play a significant role in how firebrands are carried in this stage.

Firebrands that are sufficiently away from the primary fire are mainly carried by the

ambient wind into regions nearly devoid of any direct fire influence. In the landing

stage, the firebrands descend and depending on their thermal energy content and

ignitability condition of the recipient fuel, they may create spot fires after settling.

1.3 Ignition Characteristics of Vegetation

After landing, the firebrands transfer their thermal energy to the recipient

fuel. At the landing stage, firebrands could either be flaming or undergoing glowing

combustion. Depending on their thermal content, the firebrands can also act as a
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source of pilot ignition. On the other hand, in the long run, a glowing firebrand may

also be capable of initiating spontaneous ignition in the recipient fuel. Ignitability

of the recipient fuel thereby becomes an important factor in establishing a spot fire.

Manzello et al. [57, 58, 59] performed several experiments to asses the vulnerability

of vegetative fuel beds and structural materials to ignition on exposure to firebrand

showers. From these experiments, Manzello et al. [57] deduced that a single glow-

ing firebrand as opposed to a cluster of them has a potential to ignite paper-based

fuel beds. However, multiple glowing firebrands were required to initiate ignition in

fuel beds comprising of pine needles and hardwood mulch. Manzello et al. [57] also

determined that the glowing surface area of firebrands is an important parameter to

initiate ignition in fuel beds.

Some of the properties of the recipient fuel which play important roles in de-

termining ignitability are type of species, density and moisture content. Fuel moisture

content (FMC) plays an important role in determining the limiting condition for igni-

tion of recipient fuel [27]. Dead fuels with moisture content greater than 40% do not

aid in fire spread, however, crown fuels comprising of live vegetation with moisture

content greater than 70% carry extremely vigorous fires [65]. Often the vegetation in

places like California, comprising of live fuels are known to exhibit extreme fire behav-

ior including crowning, spotting and potential development of plume dominated fires

[77]. Hence, understanding how live fuels undergo ignition is crucial in determining

the capability of firebrands to initiate spot fires when the recipient fuel is live.

In the following section, literature based on live fuel ignitions is reviewed.

These works provide an insight into the relationship between FMC and ignition time.
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Piloted ignition experiments of cellulosic materials were performed and correlations

between moisture content and ignition times were deduced [7, 70, 100]. For woody

fuels, it was found that moisture increased the energy required for ignition, resulting

in a delayed ignition time. Ignition time was then correlated with moisture content

and material properties of wood such as emissivity, thermal conductivity and density.

FMC in live fuels exhibited diurnal and seasonal variation during which both dry

and moist weight of the fuels vary [10, 40, 84, 112]. Experiments conducted by

Dimitrakopoulos and Papaioannou [24], McAllister et al. [65], Pellizzaro et al. [82],

Pickett et al. [85], Smith [101], Weise et al. [115], Xanthopoulos and Wakimoto [119]

used live fuels wherein the fuel moisture content evolved naturally over the course

of an annual season. Species specific empirical correlations relating ignition time to

moisture content for various live vegetation species were established.

McAllister et al. [65] performed piloted ignition experiments, using the Forced

Ignition and Flame Spread Test (FIST) apparatus on live fuels such as Douglas-fir

(Pseudotsuga menziesii) and lodgepole pine (Pinus contorta) needles. The natural

variation in moisture content and chemical composition was factored in by analyzing

fuel samples throughout the growing season. It was also observed that when live

fuels were heated, the needles underwent a structural failure resulting in the release

of water in an explosive process unlike in dead fuels, wherein water was released

through evaporation alone. Ignition times differed for fuels with identical FMC’s

that were tested during different seasons, due to the structural changes that occur in

these fuels [29, 42, 47, 50, 52]. McAllister et al. [65] made an important observation

that moisture is released in live fuels at the time of ignition and suggested that
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the extremely vigorous fires observed in high moisture content live fuels could be

attributed to the different physical mechanisms through which water is stored, causing

it to evaporate at different rates. Including the effects of moisture evaporation prior

to, and at the time of ignition in fire behavior models is thereby important to better

predict ignition characteristics in live fuels.

1.4 Firebrand Propagation

While understanding the ignitability of live fuels is crucial in gaining an in-

sight into the process of ignition in recipient fuels, it is also crucial to understand the

pattern in which firebrands are deposited on the recipient fuels. The ground depo-

sition pattern provides an insight on the number of firebrands landing over a given

area. For instance, the larger the number of firebrands depositing in a given area,

it is reasonable to expect that it would lead to a higher probability for creation of

spot fires. Some of the important factors which determine the number of firebrands

landing in a given area are the air turbulence, firebrand density and the elevations

from which firebrands descend.

Several works have been performed in the past focusing on predicting firebrand

motion during flight. One of the pioneering works in this regard was performed by

Tarifa et al. [107]. They performed wind tunnel experiments with spherical and

cylindrical tethered firebrands of various sizes and material properties. From these

experiments, correlations for drag were found and the paths followed by firebrands

determined numerically. In the numerical calculations, they made two critical as-

sumptions: firebrands fall at their terminal velocities and the horizontal velocity
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component of the firebrands is equal to that of the background fluid velocity. Anthe-

nien et al. [5], Stephen and Fernandez-Pello [105] simulated propagation of firebrands

in an atmospheric boundary layer modeled by a prescribed horizontal velocity, which

varied with elevation according to the logarithmic or power law correlation. Fur-

thermore, Stephen and Fernandez-Pello [105] assumed firebrands to be spherical in

shape and influenced by drag and gravity forces. Manzello et al. [56, 57] conducted

experiments by burning Douglas-fir and Korean pine trees and analyzed the size and

mass distribution of the generated firebrands. From these experiments it was found

that cylinders are the most common shapes for firebrands. The diameter of the cylin-

drical firebrands was measured to be of the order of few millimeters and the length

was few tens of millimeters. Recently, Suzuki and Manzello [106] quantified physical

characteristics of firebrands collected from an urban fire. Suzuki and Manzello [106]

observed that the size and mass distribution of the firebrands were independent of

the deposition location. The largest firebrand was measured to have a mass of 114 g

with a projected area of 130 cm2, whereas more than 60% of the firebrands had mass

less than 0.1 g with a significantly lower projected area of 2 cm2. A similar observa-

tion was also made in the tree burn experiments of Manzello et al. [56, 57], where,

regardless of the species and tree height, majority of the generated firebrands were

measured to have mass less than 0.1 g.

In more recent numerical works, firebrands were modelled to be cylindrical

and/or disk-shaped under the action of the forces of drag, lift and gravity [36, 49, 78,

96, 97]. The propagation of firebrands lofted by buoyant plumes representing wildfires

in cross flows has been the subject of previous computational fluid dynamics (CFD)
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based works [38, 49, 96, 97, 110]. Huang et al. [38], Koo et al. [49], Sardoy et al. [96,

97] described the background flow by the Reynolds averaged Navier-Stokes (RANS)

equations. They used a k-ε model for the treatment of the closure problem, except

Koo et al. [49] who used a one-equation model. In Sardoy et al. [96], a stable thermal

atmosphere was also assumed, leading to a decrease in the ambient temperature

with height. The firebrands were lofted by the buoyant plume and their propagation

downwind was aided by the atmospheric boundary layer. Koo et al. [49] observed

that firebrands lofted by buoyant plumes created by canopy fires travelled further

than that created by surface fires. Also, in comparison to cylindrical firebrands, Koo

et al. [49] observed that disc shaped firebrands travelled a longer distance in the

streamwise direction. For the case of canopy fires, Sardoy et al. [97] deduced that the

landing distance was insensitive to the initial velocity of firebrands, as the firebrand

velocity approached that of the ambient flow in short time scales. However, in these

works it must be noted that the explicit role of turbulent fluctuations in the motion

of firebrands was neglected. A precise description of turbulent dispersion/diffusion

of firebrands requires a full resolution of these fluctuations. Since the impact of

turbulent fluctuations was neglected, the dispersion and diffusion of firebrands were

further underestimated. In such scenarios validating the mean flow or turbulent

stresses is also not feasible. In these works, while the buoyant plume was modeled

as a heat source or through an integral plume model, the inlet condition describing

the atmospheric boundary layer was always modeled in terms of the logarithmic or

power law correlation.
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Himoto and Tanaka [36], Pereira et al. [83], Thurston et al. [109], Tohidi and

Kaye [110] conducted large-eddy simulation (LES) to model the background flow field.

In LES, resolved velocities are used to advance firebrands so the turbulent fluctuation

effects on firebrands are directly taken into account to a great extent. Only the

effects of the subgrid-scales (SGS), which contain significantly less turbulent kinetic

energy than the resolved scales, are discarded on firebrands. Himoto and Tanaka [36]

considered disk-shaped firebrands under the drag, lift, and gravitational forces and

released them from a point very close to the ground over a heat source representing

a primary fire and found that the distribution of landed firebrands exhibited a log-

normal function in the streamwise direction and a normal distribution in the spanwise

direction. Pereira et al. [83] treated firebrands as spherical particles subject to drag

and gravitational forces. Thurston et al. [109] completely neglected firebrand inertia,

assuming the firebrand velocity as the sum of the still-fluid terminal velocity and the

resolved velocity of the background flow. This neglect is valid only for firebrands with

very small masses [64].

Tohidi and Kaye [110] conducted LES for their experimental configuration

[111] where non-burning firebrands were released in a combined field of two canonical

wall-bounded flows: a fully developed channel flow and a fully developed pipe flow. In

this configuration, firebrands were mainly lofted by the updraft of the fully developed

pipe flow and propagated downwind by the combined flow field. The firebrand paths

for various firebrand sizes were then statistically characterized as a function of the

downwind distance. Tohidi and Kaye [111] observed firebrands to rotate significantly

and at times, move transverse to the wind direction. Hence, modelling lift and ro-
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tational effects on firebrands was also emphasized in their work. The interaction of

these flows somewhat resembled the cross-flow condition in a wildfire event; however,

this interaction did not account for the non-isothermal buoyancy effects. Although

turbulent fluctuations were accounted in their simulations, the effect of these fluctu-

ations on the dispersion and deposition of firebrands was not characterized. Also, in

their work, while a laboratory scale wind tunnel was used to establish the flow field,

the firebrand size was not scaled in consistent with the dimensions of the wind tunnel

and hence geometric similarity was not satisfied. Hence, applicability of these results

for a real-scale atmospheric boundary layer and applicability in terms of short-range

or long-range spotting is not clear. It is thereby crucial to understand the impact of

turbulent fluctuations on the firebrands to better understand the propagation stage

of the spotting mechanism.

1.5 Motivation and Objectives

The goal of the present work was two fold. First, to investigate the ignition

characteristics of live fuels by piloted ignition, which helps to improve our understand-

ing of the ignitability condition of recipient fuels as relevant to the landing stage in

the spotting mechanism. The live fuel ignition study was mainly guided by the exper-

iments of McAllister et al. [65]. As discussed in Section 1.3, live fuels exhibit different

rates of moisture evaporation. This is attributed to the distinct states in which water

is stored: free state and bound state. Free water in live fuels exists within the cell

cavities, whereas bound water exists within the cell walls. The main focus of this

work was to improve the conventional FMC evaporation model for live fuels by in-
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cluding the effects of both free and bound water and thereby determine the ignition

characteristics of live fuels.

Second, to investigate the explicit role of turbulence in the propagation and

deposition of firebrands for an intermediate spotting range. Winds, which are char-

acterized by turbulence, are critical in the spread of wildland and WUI fires. In

particular with respect to firebrands, turbulence is expected to play a unique role in

the propagation of firebrands by dispersing and diffusing them, and hence influencing

their landing locations. The turbulent boundary layer (TBL) in the atmosphere is

found to be similar to that of the canonical flat plate boundary layer [51]. In the

past, several studies have approximated this boundary layer by using the power law

or logarithmic correlation to estimate wind speeds as a function of elevation above the

ground [9, 35, 38, 96, 97]. Random turbulent fluctuations are then superimposed on

this mean profile to represent a TBL [9, 35]. However, the Reynolds stresses obtained

from such a method compares poorly with that of the canonical TBL. The focus of

this work, is to study the dispersion of firebrands in a more realistic TBL.

The specific objectives of the current study are:

• To investigate live fuel ignitions and their mass loss rates influenced by free and

bound water evaporation.

• To study the impact of air turbulence in the dispersion of flying firebrands for

the intermediate range of spotting.

• To investigate and quantify the ground deposition pattern for firebrands falling

under the influence of a TBL.
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• To determine the thermal content of firebrands after landing and thereby iden-

tify regions prone to the creation of spot fires.

1.6 Outline

Following the introduction and motivation presented in Sections 1.1-1.6, a

detailed formulation of the physics based model utilized for the firebrand study is

presented in Chapter 2. The investigation of pyrolysis models is discussed in Chap-

ter 3. The dispersion and deposition of firebrands in a TBL without considering the

effects of thermal degradation is discussed in Chapter 4. Next, the effect of ther-

mal degradation is included and the dispersion and deposition of the firebrands is

investigated in Chapter 5. Summary of the work, important conclusions and some

recommendations for future work are proposed in Chapter 6. The Appendix contains

discussion on the computational methodology of the turbulent inflow boundary con-

dition and additional figures associated with the discussion of results in Chapters 4

and 5.
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CHAPTER 2

MATHEMATICAL AND COMPUTATIONAL METHODOLOGY

As noted in Chapter 1, the current study comprises of understanding the

ignition characteristics of live fuels which is relevant to the landing stage of firebrands

and understanding the dispersion and deposition of firebrands in a turbulent flow

field. This involves many underlying physical phenomena such as fluid dynamics,

combustion and thermal degradation of solid fuel. It also constitutes the transport of

Lagrangian particles such as firebrands coupled with the fluid flow. In this work, the

Wildland-urban interface Fire Dynamics Simulator (WFDS-SVN 9977) is employed

to achieve the research objectives outlined in Chapter 1. WFDS is an extension

of the capabilities of the Fire Dynamics Simulator (FDS5) to outdoor fire spread

problems [69]. WFDS uses the method of computational fluid dynamics to solve the

governing equations pertaining to fluid motion, combustion and heat transfer in a

three-dimensional framework. The method of large-eddy simulation is used to deal

with turbulence in WFDS. Since the relevant governing equations are standard and

described comprehensively in the references cited [67, 69], they are not described

here. In Chapter 3, to study live fuel ignitions, WFDS was adapted by modifying the

existing moisture evaporation model (discussed in detail in Chapter 3). In Chapter 4
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and Chapter 5, to study the dispersion of firebrands, WFDS was modified extensively

to include equations to solve for the dynamical and thermal behavior of firebrands.

Additional boundary conditions to generate TBLs was also added as a new feature.

Results from the model described in the following section are presented in Chapter 4

and Chapter 5.

2.1 Background Flow Equations

The Wildland-urban interface Fire Dynamics Simulator (WFDS) [67, 69], as

set up to use the dynamic Smagorinsky model for the SGS stresses for LES, is em-

ployed to study the dispersion of firebrands in a TBL. The dynamic Smagorinsky

model has the advantage that the model coefficient in the calculation of eddy vis-

cosity is dynamically calculated based on the local flow conditions without a prior

specification of the coefficient. The transport of firebrands in the current work is

studied for the intermediate range spotting at regions away from the influence of the

main fire. Here, the impact of heat transfer from the main fire on the background

flow or the transport of firebrands is insignificant. Therefore, for the results described

in Chapter 4 and Chapter 5, the influence of heat transfer or combustion processes

on the fluid dynamics were not considered and the features that model the transport

of energy and chemical species in WFDS were not utilized.

2.2 Firebrand Equations

The firebrands are assumed cylindrical, undergoing both translational and ro-

tational motions. These motions are described in the Lagrangian framework through
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solving a set of equations that are presented here for individual firebrands. The equa-

tions pertaining to translational motion are solved in the fixed inertial frame (x, y, z)

(also used for the fluid equations) and the rotational motion equations are solved in

the particle reference frame (xr, yr, zr), which is attached to the firebrand and can

translate and rotate depending on the motion of the firebrand. An identical approach

was used by Oliveira et al. [78] for the description of firebrand motion. The firebrands

are treated as point particles and the impact of SGS on them is neglected. Heavier

firebrands are expected to be less sensitive to SGS fluctuations. There are previous

models based on deterministic approaches, e.g., Shotorban and Mashayek [98], or

stochastic approaches, e.g., Shotorban and Mashayek [99], to take the effects of these

fluctuations into account for spherical particles experiencing the drag force. The ex-

tension of these models to include cylindrical particles is not trivial and beyond the

scope of the current study.

2.2.1 Firebrand Translation

The translational motion equations of firebrands are presented in this section.

Figure 2.1 shows a schematic diagram with the forces acting on a cylindrical body

carried by in a flow.

If ~xp(t) and ~Vp(t) denote the position and velocity of the center of mass, then

d~xp
dt

= ~Vp, (2.1)
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Figure 2.1: Schematic diagram of a cylinder in a cross flow with the inertial and
rotating coordinate systems, and acting forces.

mp
d~Vp
dt

= ~FG + ~FD + ~FL, (2.2)

where mp is the firebrand mass and ~FG, ~FD, and ~FL are the gravitational, drag, and

lift forces, respectively. Equation 2.1 is the standard definition of velocity given in

terms of the rate of change of position and Equation 2.2 is defined based on the

Newton’s second law. Here ~FG, which includes the buoyancy effect, is given by:
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~FG = (ρp − ρgas)

A

p~g, (2.3)

where ρp and ρgas denote the density of the firebrand and the carrier flow, respectively,

A

p is the firebrand volume, and ~g is the gravitational acceleration. In Equation 2.2,

~FD and ~FL are calculated through a model proposed by Hoerner [37] for cylindrical

objects:

~FD = 2CDρgasab|Vrel|| sinα|3~Vrel, (2.4)

~FL = 2CDρgasab (|Vrel| sinα)2 cosα
ẑr × ~Vrel × ~Vrel

|ẑr × ~Vrel × ~Vrel|
, (2.5)

where a and b denote the radius and length of the cylinder, respectively, ~Vrel(t) =

~U(~xp(t), t) − ~Vp(t) is the cylinder velocity relative to the local flow, where ~U(~x, t)

is the resolved Eulerian velocity of the fluid flow. The model proposed by Hoerner

[37] was based on experiments performed on cylindrical objects, wires and cables

subjected to cross-flow scenarios. This model is more suitable for cylindrical objects

subjected to flows with sub-critical Reynolds numbers, Reb < 105. It is noted that

the Hoerner’s assumption serves as a limitation in determining the drag coefficient in

the event of flow separation and generation of wake behind cylindrical objects.

In computations, ~U(~xp(t), t) is calculated via a trilinear interpolation of the

flow velocities at cell faces to the location of firebrand. In Equation 2.5, ẑr is the unit

vector in the axial direction of the cylinder, and α is the incidence angle between the

relative velocity vector and ẑr. Based on experiments involving cylindrical rigid bodies
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subjected to cross-flow, the drag coefficient proposed by Kelbaliyev [46], Oliveira et al.

[78] is used. This drag coefficient is given by

CD =



10
Re0.778α

, for Reα ≤ 0.1

10
Re0.778α

[
1 + Re1.875α

60+6.8Re1.156α

]
, for 0.1 < Reα ≤ 6× 103

1.1, for 6× 103 < Reα ≤ 2× 105,

(2.6)

where Reα is Reynolds number defined by Reα = 2ρa|Vrel|sinα/µ with µ.

2.2.2 Firebrand Rotation

In the non-stationary reference frame attached to the firebrand, the equations

describing the rotational motion as given by the Euler rotation equations read:

I · d~ω
dt

+ ~ω × (I · ~ω) = ~T , (2.7)

where I is the moment of inertia and ~ω is the angular velocity of the firebrand. The

moment of inertia measured along the principle axes of the cylindrical firebrand is

given as, Ix′ = Iy′ = mpa
2/4 +mpb

2/3 and Iz′ = mpa
2/2. The torque ~T is given as

~T = ~Tresis + ~Thydro, (2.8)
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where ~Thydro is the torque due to hydrodynamic force, and ~Tresis is the frictional torque

due to air resistance. The torque due to hydrodynamic force is caused when the center

of pressure (location at which the net aerodynamic forces act) and the center of mass

(location of geometric centre) of the firebrand are non-coincident

~Thydro = xcpA ·
[
ẑr × (~FD + ~FL)

]
, (2.9)

where xcp is the distance between the centre of pressure and the centre of mass of the

firebrand [61]. This location varies depending on the incidence angle of the firebrand

and is computed via:

xcp = 3b|π/2− α|/8π. (2.10)

The sign of xcp and hence the associated torque is determined by the sign of cosα as

given in Yin et al. [124]. In Equation 2.9, A is a transformation matrix given as,

A =


1− 2(ε2

2 + ε3
2) 2(ε1ε2 + ε3η) 2(ε1ε3 − ε2η)

2(ε2ε1 − ε3η) 1− 2(ε3
2 + ε1

2) 2(ε2ε3 + ε2η)

2(ε3ε1 + ε2η) 2(ε3ε2 − ε1η) 1− 2(ε1
2 + ε2

2)

 , (2.11)

where ε1, ε2, ε3 and η denote the quaternions [33].

Since the aerodynamic forces are calculated in the inertial reference frame, a

transformation matrix, A is used to obtain the hydrodynamic torque in the particle

reference frame. The components of the transformation matrix are calculated as a

function of the four Euler parameters (also called quaternions).
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In Equation 2.8, the frictional torque is determined by:

~Tresis = −ρ|~ω|ab4
{

0.538 + 3.62
(ρ|~ω|ab

µ

)−0.778 }
~ω, (2.12)

which acts a resistive torque and hence reduces the angular velocity of the firebrand.

The formulation in Equation 2.12 was adapted from Oliveira et al. [78], wherein, a

local rotational drag coefficient is integrated over the length of the cylinder to obtain

the overall resistance. The constants in Equation 2.12 are based on experiments

performed on cylindrical objects subjected to cross-flow scenarios [46]. The resistive

torque is calculated in the firebrand rotational reference frame and hence a co-ordinate

transformation is not required. The orientation of the cylinder is tracked in terms of

the Euler parameters instead of the Euler angles, thereby eliminating the singularity

problem. Finally, the ordinary differential equations used to track the evolution of

the Euler parameters [76, 123] in terms of the angular velocity are:



dε1
dt

dε2
dt

dε3
dt

dη
dt


=

1

2



ηωx − ε3ωy + ε2ωz

ε3ωx + ηωy − ε1ωz

−ε2ωx + ε1ωy + ηωz

−ε1ωx − ε2ωy − ε3ωz


. (2.13)

2.2.3 Firebrand Burning

During transport, firebrands thermally degrade and thereby lose mass and

also exchange heat with the surroundings. Since the dimensions of the firebrands
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considered in the current work are approximately few millimeters in diameter and

few centimeters in length, the thermally thin model is used. According to this model,

the temperature of the firebrands is assumed to be spatially uniform throughout

its entirety. In such a case, the conduction thermal resistance of the firebrand is

less significant as compared to its convection thermal resistance. During burning,

firebrands experience mass loss due to the processes of pyrolysis and char oxidation.

Arrhenius-type rate equations were used to model the processes of pyrolysis and

char oxidation. Firebrands also exchanged heat with the surrounding air through

the mechanisms of convection and thermal radiation. The energy equation for the

firebrand is given as:

mpcp
dTp
dt

= −∆hpyrṁpyr −∆hcharṁchar −∇ · qc −∇ · qr, (2.14)

where Tp, is the firebrand temperature and cp is its heat capacity set equal to 1466

J/kg-K [97]. The first two terms on the right hand side of Equation 2.14 represent the

energy release due to the process of pyrolysis and char oxidation, respectively. Here,

∆hpyr represents the enthalpy of volatilization and is equal to 418 kJ/kg [69, 96] and

∆hchar is the enthalpy of char oxidation set equal to 12×103 kJ/kg. In Equation 2.14,

qc and qr denote convective and radiative heat fluxes of the firebrand. These fluxes

are modeled as:

∇ · qc = hA(Tp − T∞), (2.15)
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∇ · qr = σεA(T 4
p − T 4

∞). (2.16)

In Equation 2.15, A is the surface area of the firebrand and h is the convective

heat transfer coefficient calculated through the Nusselt number relation, h = Nuk/d.

Here, a formulation of the Nusselt number for cylindrical objects in cross-flow scenar-

ios is used [16].

Nu = 0.3 +
0.62Re1/2Pr1/3

[1 + (0.4/Pr)2/3]1/4

[
1 +

(
Re

282000

)5/8
]4/5

, (2.17)

In Equation 2.16, σ is the Stefan-Boltzmann constant and ε is the emissivity,

set equal to 0.9, which is a characteristic of wildland vegetation [69]. The activation

temperature and the pre-exponential factor used in the Arrhenius equations are based

on the Pinus species. The equation for the mass evolution of the firebrand is given

as:

dmp

dt
= −ṁpyr − ṁchar, (2.18)

where for i ≡ pyr or char

ṁi = −miAi exp

(
−Ei
RTp

)
, (2.19)

where mi represents mass, ṁi is the mass loss rate, Ai is the pre-exponential factor,

Tp represents the vegetation temperature, R is the universal gas constant and Ei is
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the activation energy. In Table 2.1, Ai and the activation temperature, defined by

Ti = Ei/R, are tabulated for different firebrand species and char oxidation [34, 71].

Table 2.1: Thermokinetic parameters for burning firebrands [34, 71].

Species Ai Ti (K)

Pyrolysis gas 725 (s−1) 6899

Char 430 (m/s) 9000

2.3 Numerical Integration of Firebrand Equations

The time integration scheme for the fluid solver in WFDS is a second order

Runge-Kutta (RK) predictor-corrector method with a varying time step. The fire-

brand equations are solved using a second order Adams Bashforth (AB2) scheme

[88], with a time step twenty times smaller than the current time step used in the RK

scheme for the fluid flow equations. The Adams Bashforth scheme has the advantage

that it takes into account the variable time step as determined by the fluid solver

to predict the solution at the successive integration step. According to the Adams

Bashforth scheme, for a differential equation of the form dy/dx = f(x, y), the value

at the next integration step y(xk+1) is given as:

y(xk+1) = y(xk) + f(xk, yk)hk

(
1 +

αk
2

)
+ f(xk−1, yk−1)hk

(
−αk

2

)
. (2.20)
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Here, αk = hk/hk−1 is the ratio between the discrete integration steps at the current

and previous values.

The Adams Bashforth scheme implemented in WFDS was also numerically

verified for a simplified case of a spherical particle for which an analytical solution

was known. In this case, the effect of lift was neglected and only the forces of drag and

gravity were considered. There was no wind and it was assumed that the firebrand

does not experience mass loss. The drag force, ~Fd = 6πµR~Vrel, given by the Stokes

law was assumed to be linearly dependent on the relative velocity. Here, µ and R

are the viscosity of air and radius of particle respectively. The viscosity of air was

considered to be 1.85 × 105 kg/m-s. The analytical solutions for the velocity and

position for such a case is:

~Vp = ~Ce
k
mp

t − vp(ρp − ρgas)~g
k

, (2.21)

~xp =

∫
~Vpdt+ ~B =

mp
~C

k
e
kt
mp − vp(ρp − ρgas)~g

k
t+ ~B. (2.22)

Here, k = 6πµR, ~B and ~C are the integration constants. As a test case,

the radius of the spherical particle is considered to be 5 cm and the mass is 3.7 g

and ρp >> ρgas. These values are of the order of length scales of firebrand particles

as observed by experiments [57]. The path followed by the particle is tracked and

compared with analytical solutions obtained using the same initial conditions. In this

case it is observed that the particle takes 1.74 s to reach the ground. figure 2.2 (a)

shows the variation of the height of the particle from the ground at various instances
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in time and figure 2.2 (b) shows the variation of distance covered by the particle

in the horizontal direction. It is observed that the solution obtained by solving the

particle momentum equation using the variable Adams Bashforth scheme matches

exactly with the analytical solution.

For the above case, the convergence of the solution with reduction in time step

was also investigated as shown in figure 2.3. To estimate the error, the exact solution

was first determined from the finest time step of ∆t = 0.001 s. Solutions obtained

from coarser time steps were then subtracted from the exact solution to determine

the temporal discretization error. The errors thus obtained were then plotted as a

function of the time steps. The error for time steps less than 0.01 is of the order

10−4 s. Also, the slope estimated from the AB2 scheme is comparable to the ideal

slope expected for a second order discretization method, which is a straight line,

y = x2 on a log-log scale. For all the simulations considered in the current work, the

discrete time integration steps was close to 10−4 s.
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Figure 2.2: Numerical verification of the Adams Bashforth scheme for a spherical
particle undergoing Stoke’s drag.
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Figure 2.3: Verification of the second order Adams Bashforth time integration
scheme; showing variation in discretization error versus time step

2.4 Generation of Turbulent Boundary Layer

As discussed in Chapter 1, the current work is most relevant to the landing

stage of intermediate or long-range spotting. For this range of spotting, firebrands

travel distances of the order of several meters away from the primary fire front. The

effect of the primary fire on the background flow or the transport of firebrands is

insignificant. In these regions, firebrands are mainly transported and dispersed by

the turbulent atmospheric flow field devoid of any thermal effects. To model such

a flow, in the current work, an atmospheric flow field which represents a neutral

TBL is considered. Such a TBL is observed to closely follow the canonical turbulent

boundary flow over a smooth flat plate [51]. Generation of such a TBL often requires
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a lengthy developmental section, starting from a laminar flow and transitioning to

a TBL at downstream locations. To obviate the need for a lengthy developmental

section, a recycling method is implemented here to generate a TBL based on the

work of Lund et al. [54]. The recycling method is advantageous in the sense that

it is computationally less expensive and produces a realistic TBL with statistics in

good agreement with well established experiments on canonical turbulent boundary

flows. Here, the recycling method proposed by Lund et al. [54] was added as a new

feature to WFDS. The recycling method is capable of generating a TBL from the

inlet of a computational domain. The velocity components at a downstream location

are rescaled and recycled at the inlet to generate the TBL. The premise behind this

approach is the inherent similarity in the mean and turbulence properties exhibited

by TBLs. The recycling procedure is briefly reviewed in this section and detailed

discussion pertaining to the scaling procedure has been provided in the Appendix.

According to this method, the velocity field at the inlet of the domain is

first initialized using the Spalding law in the mean sense. The Spalding law is a

single formula, which relates the non-dimensional velocity to the non-dimensional

wall normal distance, spanning the entire TBL height. At the inlet, the Spalding law

is also superimposed with random fluctuations of 10% turbulent intensity. Such a

flow develops to yield a realistic TBL at a downstream location in the domain. Once

such a flow reaches a statistically stationary state, the velocity components at the

inlet plane are obtained by the recycling method. The recycling plane is set to a

location 80% downstream of the domain as shown in figure 2.4.
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Figure 2.4: Schematic diagram of the inlet boundary condition calculated via recy-
cling technique

At the recycling plane, the velocity components in the inner and outer layer of

the boundary layer are decomposed into a mean, Ui and its fluctuating part, u′′i . Here,

the mean velocity is based on an average calculated over both, spanwise direction and

time. Since the velocity profile satisfies scale similarity within the boundary layer, a

scaling factor based on friction velocity is used to rescale the mean and fluctuating

components. To apply the recycling procedure, first the TBL is divided into inner

and outer regions. In the inner region where viscous effects are predominant, the law

of the wall is used to relate the velocity components at the recycling plane to that

of the inlet plane. Similarly, away from the wall, in the outer region, the law of the

wake [17] is used. Accordingly, the composite profile over the entire boundary layer

is represented by
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(ui)inlet = [(Ui)inlet + (u
′

i)inlet]
inner[1−W (ηinlet)] +

[(Ui)inlet + (u
′
i)inlet]

outer[1−W (ηinlet)],

(2.23)

where

W (η) = 0.5

[
1 + tanh

[
α(η−b)

(1−2b)η+b

]
tanh(α)

]
(2.24)

is the weighting function which takes into account the transition from inner to outer

layer. The parameters α and b are equal to 4 and 0.2 respectively. These values are

chosen such that the weighting function is zero at η = 0 and unity at η = b. Hence,

at the inner region of the boundary layer, the term [1 −W (ηinlet)] has more weight

and at the outer region of the boundary layer, W (ηinlet) has more weight.

The other boundary conditions used in the recycling method is described in

the rest of the section. At the top boundary of the domain, the vertical component of

the gradients of horizontal and lateral velocities, ū and v̄ respectively, are set to zero

as given in Equation 2.25. The vertical component of velocity, w̄ is computed based

on the mean free stream horizontal velocity, U∞ and displacement thickness of the

TBL, δ∗, as given in Equation 2.25. The derivative is obtained by first calculating the

displacement thickness as a function of the streamwise distance and then performing

a linear regression to determine dδ∗/dx,

∂ū

∂z
= 0,

∂v̄

∂z
= 0, w̄ = U∞

dδ∗

dx
. (2.25)
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At the exit boundary, the convective outflow boundary condition [55, 79] given

in Equation 2.26 was implemented and added as a new feature to WFDS. The con-

vective outflow boundary condition is well suited for the TBL problem wherein the

velocity component perpendicular to the outflow plane is significant. To handle this

boundary condition, a first order upwind differencing scheme was used to discretize

the spatial derivative and the second order explicit predictor corrector scheme was

used to discretize the temporal derivative which is in accordance with the temporal

discretization used in WFDS for the carrier phase equations. In addition, a correc-

tion factor, c is also taken into account to satisfy global mass conservation. Here, c

is computed based on the mean velocity at the inlet,

∂ūi
∂t

+ c
∂ūi
∂x

= 0. (2.26)

In the current work, the boundary layer was simulated for two Reynolds num-

ber cases, i.e., Reθ = 103 and 106, as illustrated in Chapter 4. Here, Reθ is defined

based on the momentum thickness at the inlet and the freestream velocity [54]. The

viscous layer was resolved at the wall for the low Reynolds number case whereas the

Werner-Wengle wall model [116] was used for the high Reynolds number case with

the first off-wall grid point lying in the logarithmic region of the TBL. The Werner-

Wengle wall model is used to obtain the tangential velocities at the first off wall grid

point. The wall being impermeable, the velocity component normal to it is set equal

to zero. The Werner-Wengle wall model is a piecewise function which relates the

non-dimensional velocity u+ with the non-dimensional wall co-ordinate y+. Here, if
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y+ < 11.81, it is assumed that the first off wall grid point lies within the viscous sub-

layer and a linear approximation for velocity is used Equation 2.27. If y+ > 11.81, it

is assumed that the same point lies within the logarithmic layer of the boundary layer

and a 1/7th power law approximation is used to determine velocity Equation 2.28,

u+ = y+ for y+ < 11.81, (2.27)

u+ = 8.3y+
1/7

for y+ > 11.81. (2.28)

In the spanwise direction, the periodic boundary condition is used on the lat-

eral sides of the domain due to spatial homogeneity.
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CHAPTER 3

PHYSICS-BASED MODELING OF LIVE WILDLAND FUEL

IGNITION EXPERIMENTS IN THE FIST APPARATUS

3.1 Introduction

In this Chapter, the burning characteristics of live fuels by piloted ignition is

investigated enabling to better understand the ignitability condition of recipient fuels

as relevant to the landing stage in the spotting mechanism. As discussed in Chapter 1,

firebrands with sufficient thermal energy can act as a source of pilot ignition and

initiate spot fires in the recipient fuel. The possibility of creation of spot fires is

dependent on the properties of the recipient fuel such as, type of species, density and

moisture content. Amongst these properties, the FMC plays an important role in

determining the limiting criteria for ignition of recipient fuel. The FMC is defined as

the ratio of moisture mass to dry mass of the fuel. Live fuels have moisture contents

much larger than 100% of their oven dry weight [114]. Owing to the differences in

chemical composition and how water is stored in live and dead fuels, live fuels burn

at fuel moisture contents where dead fuels do not. The moisture of extinction for

dead fuels is less than 30% FMC, whereas experiments based on the burning of live

fuels [65, 85, 119] show that live fuels can sustain fire spread for FMC beyond the
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range prescribed for dead fuels. The most unpredictable fires often occur in crowns

of vegetation composed of live fuel elements. These crown fires can be uncontrollable

and have a higher spread rate compared to surface fires [95].

Correlations between moisture content and ignition times for cellulosic materi-

als were deduced in the works of Atreya and Abu-Zaid [7], Moghtaderi and Fletcher

[70], Simms and Law [100]. For woody fuels, moisture was found to increase the en-

ergy required for ignition, resulting in a delayed ignition time. Here, ignition time was

determined as function of moisture content and material properties of wood such as

emissivity, thermal conductivity and density. McAllister et al. [65] performed piloted

ignition experiments, using the Forced Ignition and Flame Spread Test (FIST) appa-

ratus on live fuels considering species such as Douglas-fir (Pseudotsuga menziesii) and

lodgepole pine (Pinus contorta). These fuels were collected throughout the growing

season, thereby the natural variation in moisture content and chemical composition

was factored in. These two species behaved as thermally intermediate materials with

the existence of temperature gradients within the needles during pyrolysis. McAllis-

ter et al. [65] observed moisture release in live fuels at elevated temperatures (greater

than 100◦C). Unlike dead fuels, release of moisture due to structural failure in live

fuels was also observed. Fuels tested during different seasons were also found to ignite

at different times for the same fuel moisture contents due to the structural changes

that occur in these fuels [29, 42, 47, 50, 52].

Since evaporation of water is an endothermic reaction, fuel moisture content

affects heat transfer and combustion processes in both solid and gas phases, hence

delaying the time to ignition. In the solid phase, moisture affects thermal properties
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such as density, thermal conductivity and specific heat whereas in the gas phase,

water vapor dilutes flammable pyrolysates and absorbs energy [3, 28]. The modeling

of a wildland fire by Albini [3] and the modeling of premixed and non-premixed

flames by Ferguson et al. [26] showed significant impact of fuel moisture on the flame.

While some studies [8, 65, 90] reported the simultaneous evolution of water vapor

and pyrolysis gases during ignition, most numerical models [21, 69, 87] for solid fuel

degradation considered a sequential process of evolution of water vapor and pyrolysis

gases wherein water is assumed to evaporate first (at temperatures close to 100◦C),

followed by the pyrolysis gas release.

An important parameter which describes the storage of water is the fiber satu-

ration point (FSP). FSP refers to the point in the drying process at which only water

bound in the cell walls remains and all other water, called free water, have been

removed from the cell cavities. Below FSP, the wood cell shrinks and changes physi-

cally. FSP for wood lies in the range 23-30% [43, 94] on a dry weight basis. Previous

experiments on live fuels [32, 74, 85] have suggested that free water is released at tem-

peratures close to the boiling point of water while bound water and pyrolysis gases

vaporize at temperatures greater than 200◦C. Hence, it is important to include these

effects in the modeling of moisture in live fuels. Prince [89] and Prince and Fletcher

[90] conducted ignition experiments on manzanita leaves and developed evaporation

models differentiating live and dead fuels. Their work emphasized modeling bound

water in live fuels which accounted for the release of moisture in the temperature range

266-315◦C. The models showed a good agreement between predicted and experimen-

tal mass loss. Using Arrhenius parameters for bound water Prince and Fletcher [90]

37



and Yashwanth et al. [121] performed physics-based modeling to study the effect of

heating modes and moisture content on ignition of manzanita leaves and found the

predicted ignition and burnout time to be consistent with experimental results.

The aim of the present study is to improve the understanding of ignition and

combustion of live foliage based on the recent experiments of McAllister et al. [65].

Here, Wildland-urban interface Fire Dynamics Simulator (WFDS SVN9977) [66, 69],

in which solid fuels are represented by discrete particles, was used for computations.

Since the current version of WFDS does not differentiate between bound and free

water in fuel, bound and free water were modeled via Arrhenius rate equations in the

solid fuel thermal degradation module. Hence, the fuel was assumed to undergo a

three-stage decomposition process, consisting of evaporation of bound and free water,

pyrolysis, and char oxidation. The pyrolyzate gas was assumed to be methane that

reacted with air through a single-step mixing-controlled chemical reaction [120, 122].

3.2 Numerical Model and Computational Setup

The experimental setup of McAllister et al. [65] described above is replicated in

the WFDS framework. WFDS solves the three-dimensional, low Mach number, time

dependent transport equations for the flow through the wind tunnel. The large eddy

simulation (LES) with Deardorff’s model [23] for subgrid-scale terms is utilized to

deal with turbulence. To calculate thermal radiation, a radiation transport equation

is solved with a non-scattering gray gas assumption. The solid phase is modeled as

discrete particles fixed in space. Particles are assumed thermally thin and optically

black fuel elements. The convective and radiative heat transfer between the gas phase

38



and solid vegetation particles is assumed present. The solid fuel particles experience

mass loss with an increase in temperature. As the temperature of the fuel increases,

free water, bound water and pyrolysis gas release occurs and finally char oxidation

takes place. The solid phase degradation model for solid fuel is based on the Arrhenius

rate equation:

ṁ′′′i = −m′′′i Ai exp

(
−Ei
RTveg

)
(3.1)

where m′′′i represents mass per unit volume, ṁ′′′i is the mass loss rate per unit volume,

Ai is the pre-exponential factor, Tveg represents the vegetation temperature, R is the

universal gas constant and Ei is the activation energy. Here, i is a generic index

used for the species free water, bound water and dry fuel. In Table 3.1, Ai and the

activation temperature, defined by Ti = Ei/R, are tabulated for three species.

Table 3.1: Thermokinetic parameters for solid fuel degradation

Ai (s−1) Ti (K)

Free water 5.13× 1010 10, 584

Bound water 3.0× 1013 18, 000

Pyrolysis gas 3.63× 104 7, 250

To model the pyrolysis process, by default, WFDS uses thermokinetic parame-

ters available for pine needle combustion (shown in the table above) [34, 87]. The

same constants are used for Douglas-fir needles here since the thermokinetic con-

stant values are unknown for Douglas-fir needles. This seems to be a reasonable

approximation given that both species belong to the Pinaceae family of species. A
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similar approximation was also made by Mell et al. [69]. The thermokinetic constants

of bound and free water used here were compiled from the works of Bryden et al.

[13], Chan et al. [15], Prince and Fletcher [90], Yashwanth et al. [121]. It is noted

that the species-specific thermokinetic constants for bound water was based on the

experiments conducted on manzanita leaves with a suggested activation temperature

of 20,000 K [90]. A sensitivity analysis on the activation temperature of bound water

was performed and it was observed that changing the activation temperature by 10%

resulted in less than 1% change in the results (such as peak mass loss rate and heat

release rate). The energy equation for the fuel is:

ρcp
dTveg
dt

= −∆hvapṁ
′′′
free −∆hvapṁ

′′′
bound −∆hpyrṁ

′′′
pyr −∇ · qc −∇ · qr, (3.2)

where the first three terms on the right hand side represent the energy release due to

the evaporation of free and bound water, and release of pyrolysis gases, respectively.

Here, ∆hvap represents the enthalpy of moisture vaporization set equal to 2259 kJ/kg

[69], which is used for both free and bound water here, and ∆hpyr is the enthalpy of

volatilization set equal to 418 kJ/kg [69]. In Equation 3.2, qc and qr denote convective

and radiative heat fluxes, respectively, to the bulk of fuel.

The computational domain resembled the FIST apparatus displayed in figure 3.1

[65]. It consisted of a small wind tunnel, infrared heater, coiled wire ignitor and a

high precision mass balance. The Douglas-fir needles were placed on a sample holder

located on the mass balance and heated from above by an infrared heater producing
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Figure 3.1: Forced ignition and flame spread test (FIST) apparatus used in McAl-
lister et al. [65]

a uniform heat flux of 50 kW/m2 at its surface. An airflow over the sample pushed

the pyrolysis gases from the heated sample over an ignitor placed at a downstream

location. In the experiments, since the radiant heater alone was insufficient to achieve

ignition, the ignitor was held at a temperature above 1000◦C, thereby heating the

gas phase and initiating ignition. These values approximate the high heat fluxes

associated with a wildfire.

Shown in figure 3.2 is the computational domain with dimensions 60×28×10.5

cm (L × W × H) in x, y, and z directions, respectively. These dimensions were

consistent with the actual dimensions of the midsection of the wind tunnel where

experiments were carried out. The body of the wind tunnel used in the experiments,

was made of aluminum 6160 and painted on the inside with high temperature flat

black stove paint. The floor of the wind tunnel had a thickness of 3/8′′ and a layer of

mica of thickness 1/4′′. Also, it was observed that the fire was located at a distance
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Figure 3.2: Computational domain of the wind tunnel setup used in the FIST
apparatus. Fuel is uniformly distributed in a 9 cm×9 cm rectangular region.

close to 10 cm away from the walls of the wind tunnel. Considering the material

properties, proximity of the fire to the walls and the occurrence of ignition in a time

period of about 40 s, the walls were assumed to have minimal heating effect on the

results. Hence, the walls of the wind tunnel were modeled to be inert and maintained

at an ambient temperature of 293 K. A velocity inlet boundary condition at the

right entrance of the wind tunnel established a laminar airflow with a velocity of

1 m/s and an open boundary condition was specified at the left exit. The Douglas-fir

needles with an initial total mass of 4 g, were approximated as fixed, thermally-

thin fuel elements with homogeneous composition and uniform distribution within a

rectangular region with dimensions similar to the sample holder (9 cm in length and

9 cm in width) used in experiments. The vegetative dry and moist mass was also

uniformly distributed among all fuel elements. The infrared heater was modeled as

a 9× 9 cm surface maintained at a temperature of 971 K, thereby producing a heat
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flux of 50 kW/m2 at the surface of the heater. A few non-reacting fuel particles held

at a constant temperature of 1500◦C modeled the ignitor, located at a distance 1.2

cm downstream of the fuel elements, centered 6 mm off the bottom. It is noted that

McAllister et al. [65] mentioned the ignitor temperature was above 1000◦C without

giving an exact value for the ignitor temperature.

Ignition criteria is commonly defined as the time taken by the solid fuel to reach

a specific ignition temperature. Based on experiments on live fuel burns [41, 101, 119]

it is found that the ignition temperature for live fuels lies in the range 300-355◦C. It

is also noted that the ignition temperature varies with the fuel moisture content and

is often dependent on the experimental setup. Here, we defined time to ignition as

the time at which the global heat release rate reaches one half of its initial peak value.

Since the peak value of heat release rate varies as a function of FMC, the ignition

criteria varies with FMC as well. Based on the range of FMC observed over different

seasons in the experiments, a range of 0% (dry fuel) and 70-130% was considered.

Two types of model were considered for water: one assumed water at a free state

only and the other included bound water in addition to free water. The initial mass

distribution of free and bound water was determined by the FSP. Since the FSP of

the investigated Douglas-fir needles were unknown, the FSP of wood, equivalent to

30% of FMC [94] is considered. Accordingly, for FMC ranging from 70-130%, the

bound water mass decreased from 0.71 g to 0.52 g, while the initial free water mass

increased from 0.95 g to 1.74 g. A total of nine simulations were performed. Four

simulations considered FMC in the range of 70-130% for each water model type and

one simulation with no moisture, representing dry fuel. A uniform grid size of 5 mm
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was used in all simulations. In this work, LES is used to model turbulence wherein

the filter size is the computational grid size. Hence, SGS terms, which are a function

of the filter size, and subsequently the filtered gas phase equations which include SGS

terms, change with the change in grid size [86]. So, a grid dependency study, as it is

practiced in simulations of laminar flows or direct numerical simulations of turbulent

flows, is inadequate. We have conducted the simulations with the highest possible

resolution. Furthermore, to test the adequacy of the resolution, we used a criterion

based on the characteristic flame diameter, D∗. Although this test was suggested

for buoyant plumes, it was also used for wind tunnel scenarios and compartmental

fires [80, 113]. For a uniform grid size ∆x of 5 mm and for the range of moisture

contents studied, the ratio of D∗/∆x was found to vary in the range 13.2 to 16.0.

It has been noted from previous studies [25, 80, 113] that this ratio must be in the

range between 4 and 16 to obtain results adequate for engineering calculations. All

simulations were performed for a burning time of 250 s, using 40 processors of the

dense memory cluster at the Alabama Supercomputing Center.

3.3 Results and Discussions

Figure 3.3 shows the ignition time versus FMC. For all moisture contents, it

was found that by including the effect of bound water, ignition occurred around 5 s

prior to that observed in the cases where moisture was regarded as free water only.

The ignition times obtained from the experiments had an uncertainty of about 2.5 s.

For the free water only case, the simulated ignition times were found to lie within the

observed uncertainty in experimental measurements for all moisture contents. For
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the free and bound water case, at 70% FMC, there was a difference of around 5 s

between the simulated and experimental ignition times (considering the uncertainty

of 2.5 s). However, for higher moisture contents (to 130% FMC), this difference is

lower and the simulated ignition times lie within the uncertainty of the experimental

values. The reason for delayed ignition in the free water only case can be attributed

to the fact that ignition was only observed after significant amount of moisture was

released from the fuel at temperatures close to 100◦C. Since, evaporation of water is

an endothermic process, a significant increase in fuel temperature is inhibited during

this process thereby delaying the process of volatilization and hence ignition. On the

other hand, when the effect of bound water was included, a part of the moisture was

released at temperatures close to 100◦C and the rest was released only after the solid

fuel attained temperatures close to 200◦C. The process of volatilization began prior to

the release time of bound water, thereby resulting in the release of pyrolysis gases and

initiation of ignition relatively earlier. For dry fuel, the experimental and simulated

time to ignition was 9 and 10 s, respectively. A linear regression was conducted on the

experimental data displayed in figure 3.3 and the experimental data available for the

dry fuel to find a correlation between the ignition time and FMC [65]. The regression

equation was found to be tig = 0.266 × FMC + 8.83 for the experimental data. A

linear regression was also performed for the modeling data where moisture content

was assumed to be in both free and bound water states, as shown in figure 3.3, and

the modeling data for dry. The regression equation was tig = 0.2185 × FMC + 9.58

for the modeling data. The slopes in these two correlations compared well with each

other. The deviation between the simulated and experimental values could have two
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Figure 3.3: Variation of ignition time against fuel moisture content in experiments
(+); modeling with FMC in the free only state (•); and modeling with FMC in the
free and bound states (◦).

reasons: 1) It was found in the experiments [65] that the fuels that were harvested at

different seasons but had an identical FMC showed different ignition times; 2) It was

also found in the experiments [65] that in addition to the process of evaporation, an

explosive process of rupturing of the heated vegetation cell walls contributed to the

release of moisture. As a result of this explosion, it was speculated that some of the

volatiles were also released with water. In the modeling study, neither the effect of

season nor the phenomena of explosion was taken into account.

Figure 3.4 shows the temporal evolution of the total fuel mass. The experiments

were performed thrice every week during the growing season from March-October.

Because of seasonal changes, the FMC was different each week. The experimental

data in figure 3.4 and figure 3.5 was obtained by burning twelve samples, each
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harvested in a different week, with FMC’s ranging from 70 to 130%. The burning

measurement of each sample was terminated soon after flaming ignition was observed

in the gas phase. On the other hand, the simulations were performed until the fuel

was completely burned. Depending on the initial fuel moisture content, the burning

time varied from 150 to 200 s. It was observed in both experiments and simulations

that the fuel mass loss was insignificant up to around 10 s. After this time, the

temperature of the fuel element increased to values larger than the boiling point of

water and the processes of evaporation and devolatilization became significant; hence,

the mass dropped rapidly. At 200 s, the volatiles and moisture were completely

released, leaving behind char which underwent oxidation. Comparing inset plots in

figure 3.4(a) and (b) reveals that in the beginning, mass loss occurs slower in panel

(b) than panel (a). This slower mass loss occurs because the free water evaporation

is completed sooner in (a) than in (b), as there is more free water to be evaporated in

the free water only case than in the free and bound water case. Overall, simulations

compare better against experiments for the mass loss when water is treated in both

free and bound states.

In figure 3.5, time histories of the total mass loss rate of the fuel for various

FMC’s are displayed. It was observed that the peak value of mass loss rate decreased

with an increase in FMC. The peak mass loss rate for all moisture contents occurred

well after ignition was observed, between times 30-50 s. The case with FMC of 70%

had a maximum peak at 0.084 g/s.

In order to gain a better insight into evaporation of fuel moisture, mass loss rates

of free and bound water are plotted against time in figure 3.6. As the temperature
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Figure 3.4: Variation of total mass of the fuel with time in modeling (lines) and
experiments (symbols) for fuels with moisture content ranging from 70-130%; (a) free
and bound water case; (b) free water only case. The inserted panel shows comparison
between modeling and experimental data up to t=50 s.
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Figure 3.5: Variation of total mass loss rate with time in modeling (lines) and
experiments (symbols) for fuels with moisture content ranging from 70-130%.

of the fuel element increased close to the boiling point of water, free water was first

released. Figure 3.6(a) shows the peak mass loss rate of free water increased with

an increase in moisture content and the maximum peak was observed for moisture

content 130% at 0.0275 g/s occurring at time 28 s. Also it was observed that free water

was completely released before 75 s in all cases. On the other hand, the initiation of

bound water evaporation was observed at a later time around 15 s after free water

evaporation was initialized. Here, the fuel elements attained temperatures greater

than 200◦C, also seen in figure 3.6(b). For all moisture contents, it was observed

that the peak mass loss rate of bound water occurs close to the time of ignition. It is

noted that bound water was released simultaneously with the fuel volatiles and the

evaporation of bound water was completed almost 60 s after the evaporation of free

water was completed. Also, for larger FMC’s, the ratio of bound water mass to free
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water mass is smaller given that the total mass of fuel is identical in all modeling

cases. Hence, unlike free water, it was observed here that the peak mass loss rate

of bound water decreased with an increase in moisture content. This peak occurred

approximately 15 s after the peak mass loss rate of free water did. The peak MLRs of

free and bound water are plotted against FMC in figure 3.7. For a moisture content

of 70%, the peak mass loss rate of free water was larger than that of bound water

approximately by a factor of 1.25. It almost linearly increased to 2.0 for FMC of

130%.

In figure 3.8, the variation of solid and gas phase temperatures with time is

shown at a location close to the ignitor (1.2 cm upwind of the ignitor). The solid

and gas phase at this location attained a maximum temperature of 600◦C. For an

FMC of 130%, it was observed that in the first 30 s, the temperature of the solid fuel

increased up to 100◦C. At this temperature, the evolution of free water was dominant,

which is also evident from figure 3.6(a). After 30 s, with an increase in temperature

(> 200◦C), bound water and pyrolysates were released. To better understand the

evaporation of free and bound water as function of temperature, figure 3.8 is plotted

for the single fuel element located 1.2 cm upwind of the ignitor. From this figure, it

was observed that at temperatures close to 200◦C around 40 s, free water evaporation

is completed and bound water evaporation was initiated.

The variation of heat release rate (HRR) with time is shown in figure 3.9. The

peak value of HRR decreased with an increase in moisture content, owing to the fact

that the dry mass of the fuel decreased with an increase in FMC. The case with

70% FMC had a peak HRR of 2.0 kW while the 130% FMC had a peak HRR of
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Figure 3.6: Variation of fuel moisture mass loss rate with time; (a) free water; (b)
bound water.
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Figure 3.9: Variation of heat release rate with time for various fuel moisture contents.

1.3 kW. The ignition times, discussed earlier, were determined using the peak values

of HRR. Also, the peak values were observed close to 5 s after the time instant at

which ignition was defined.

In figure 3.10, distribution of gas phase temperatures on an xy slice plane located

at z = 0 are shown at two different times 130 and 135 s for 130% FMC. The heat

received from the radiant heater caused the fuel particles to release volatiles, which

due to the effect of air flow, was convected over the ignitor located at the downstream

location, thereby initiating gas-phase ignition. Hence, the fuel particles located close

to the ignitor, were subjected to high temperatures and burnt faster than fuel elements

away from it. As time progressed, the rest of the fuel elements burned in a pattern

opposite to the direction of wind as observed in the case of a backing-like fire.
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(a) (b)

Figure 3.10: Temperature contours (in ◦C) of gas phase at a horizontal slice plane
passed at z = 0 cm (top view) for fuel with 130% FMC at (a) t = 130 s; and (b)
t = 135 s.

In figure 3.11, vertically oriented slice planes with contour plots of moisture

mass fraction and gas phase temperatures are plotted at time 130 s for 130% FMC.

At this time instant, which was well beyond the ignition and peak mass loss time

instants, high mass fractions of moisture was observed at locations close to the solid

fuel. The gas phase temperatures in this region were observed to be well above 800◦C,

thereby establishing the behavior of release of moisture in live fuels beyond the time

to ignition.

3.4 Chapter Summary

A computational study was performed to improve our understanding of the ig-

nitability condition of recipient fuels as relevant to the landing stage in the spot-

ting mechanism. The live fuel ignition study was guided by the piloted ignition

experiments on live Douglas-fir needles in the FIST apparatus [65]. A particle-based

approach was used to model the burning of the needles wherein the particles were as-

sumed thermally thin. The fuel moisture content was assumed to be in both free and
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(a)

(b)

Figure 3.11: Color contours at a vertical slice plane passing through y = 13 cm
(mid-section of the domain) at time instant t = 130 s for fuel with 130% FMC; (a)
moisture mass fraction contours; and (b) gas phase temperature contours (in ◦C).

bound states. The evaporation of free and bound water was modeled by Arrhenius-

type rate equations. Hence, the fuel was assumed to undergo a three-stage decom-

position process, including evaporation of free water and bound water, pyrolysis and

char oxidation. There was a difference of around 5 s between the simulated and ex-

perimental ignition times at FMC 70% when the bound water was accounted for in

the simulation. However, for higher FMC, the simulated ignition times were within

the uncertainty of the experimental values. This difference could be attributed to

the seasonal effects on needles or evaporation of water by the rupture of cell walls

observed in experiments. Neither effect was taken into account in simulations. The

mass loss rates obtained by modeling were in a good agreement with those obtained

by experiments. The relative error between the simulated and modeled maximum
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peaks was within 5%. It was also observed that free water evaporated at tempera-

tures close to boiling point of water whereas bound water and volatiles released later

at temperatures close to 200◦C. Simulations showed that significant amount of bound

water remained in the fuel when ignition occurred.
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CHAPTER 4

DISPERSION AND DEPOSITION OF FIREBRANDS IN A

TURBULENT BOUNDARY LAYER

4.1 Introduction

In this Chapter, results pertaining to the the dispersion and deposition of non-

burning firebrands in a spatially developing TBL are presented. The firebrand equa-

tions discussed in Chapter 2 are solved for the motion of flying cylindrical firebrands.

The recycling method, also described in detail in Chapter 2, is used to generate the

TBL by LES. The main objective is to understand the turbulent dispersion of fire-

brands and its subsequent effects on the ground distribution of deposited firebrands.

These results are most relevant to the landing stage of firebrands for intermediate

or long-range spotting, as the primary fire or its influence on the carrier flow is not

included in the simulations.

4.2 Computational Setup

To generate the TBL, a computational domain with physical dimensions of 250×

40 × 75 m is used in the x, y and z directions, respectively. A grid resolution of

420×67×90 is used with the grid stretched polynomially in the z direction. The first
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off-wall grid point is located such that it lies in the logarithmic region of the boundary

layer (y+ ≈ 1000). The computational domain height used in this study corresponds

to the atmospheric surface layer where the flow is insensitive to the earth’s rotation

[45]. In the current study, a TBL with a free stream wind velocity of 18.8 m/s was

considered. This velocity corresponds to the average measured wind speeds in the

event of real-fire scenarios (case study of New Jersey fires). Also, the Beaufort scale

characterizes this wind speed to be of scale 8, where wind speeds are defined as gales

(strong winds) at which possibility of twigs breaking off from trees are high. Initially

the Spalding law profile [104] is imposed on the inlet with 10% turbulent intensity

with a free stream velocity of 18.8 m/s and a boundary layer height of 25 m. As the

flow develops, a realistic TBL was generated at the downstream location. Velocity

components were then recycled from the recycle plane located at 80% of the length

of the domain. At all times, the inlet boundary layer thickness was fixed to be

25 m. Once the TBL reached a statistically stationary state, firebrands were released

continuously from a point at heights of 20 m and 40 m, at locations within and above

the boundary layer respectively. In total, 40,000 firebrands were tracked for each case

and the maximum volume fraction of the firebrand with respect to the computational

cell size was of the order of 10−5. These release heights correspond roughly to the

heights to which firebrands of the size considered in our work are lofted in wildfires.

The dimensions pertaining to the firebrand length and diameter were based on

the experiments of Manzello et al. [57] where real-scale fire experiments were per-

formed by burning trees and the size distribution of firebrands collected from these

experiments were reported. Most firebrands were cylindrical in shape with mean
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Figure 4.1: Computational domain used to generate the turbulent boundary layer
along with the relevant boundary conditions.

length and diameter of 40 mm and 3 mm respectively. These mean dimensions have

been used for all firebrands in the current study. The firebrand length (40 mm) is an

order of magnitude smaller than the grid size. Three firebrand densities of 70 kg/m3,

230 kg/m3 and 570 kg/m3 were investigated. These densities are representative of the

wide range of firebrand densities observed in real fire scenarios. Here, 230 kg/m3 is

the actual measured firebrand density (of material cedar wood) in the Oaklands hill

fire conflagration [81]. The lower and higher limits of density correspond to density

of charred firebrand and the density of unburned firebrand (cedar wood) [92, 117]

respectively. First, a test case was considered with the computational domain and

Reynolds number equal to that studied in the work of Lund et al. [54]. Here, the

computational domain had physical dimensions of 2.36×0.37×0.71 m in the x, y and
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z directions, respectively. A grid resolution of 100 × 64 × 45 was used with the grid

stretched polynomially in the z direction. The first off-wall grid point was located at

y+ = 1. The free stream velocity was 1 m/s and boundary layer height at the inlet

was 0.22 m. After validating the recycling method with that of Lund et al. [54], the

same method was then applied to the TBL with free stream velocity of 18.8 m/s. For

the case with the lowest density firebrand released from 40 m height, the domain in

the x direction was extended to 400 m.

4.3 Results and Discussions

First, a preliminary validation was performed for the presented dynamical model

of the cylindrical firebrands against the experimental data of non-burning cylindrical

firebrands released in quiescent air Oliveira et al. [78]. To simulate this experiment,

firebrands with a density of 215.5 kg/m3 (balsa wood) of length and radius 80 mm

and 5 mm, respectively, were considered. The major axis of the firebrand had an

initial orientation of 60◦ with the vertical axis and it was released from a height

of 8.7 m with zero initial velocity. The initial conditions and the properties of the

firebrands are consistent with that used in [78]. The path followed by the firebrand

during its descent in the current study and that obtained from both numerical and

experimental works of [78] are displayed in figure 4.2. In figure 4.2 (a), the firebrand

position and orientation is shown at equal time intervals of 0.05 s from the time

of release to the time of landing. The current results compare closely with both

experimental as well as numerical results of [78] up to a height of 5.5 m. It should

be noted that the experimental data are unavailable after the cylindrical firebrand
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falls below ≈4 m. It took 2.08 s for simulated firebrands to land. This time was

measured 1.8 s in the experiments and calculated 2.05 s in [78]. One reason for the

discrepancy between simulations and experiments at later times could be attributed

to the simplified dynamical model that is implemented for the cylindrical firebrand.

Also, uncertainties in measurements may contribute to the observed difference.

(a) (b) (c)

Figure 4.2: Snapshots of a cylindrical firebrand falling in quiescent air; (a) simulation
(current work); (b) simulation of Oliveira et al. [78] and (c) experiment Oliveira et al.
[78].
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Now the results of the TBL study is discussed. In order to provide a pictorial

overview of the flow field, contour plots of the instantaneous velocity magnitude

within vertical planes in the computational domain are shown in figure 4.3. Also, the

isosurface of Q-criterion and slice plane showing vorticity magnitude is illustrated in

figure A.2 in the Appendix. At the inlet, the boundary layer height is 25 m with

a free-stream velocity of 18.8 m/s. Two release points considered for firebrands are

located very close to the inlet at heights of 20 m and 40 m at the midplane in the

spanwise direction. One point was within the boundary layer and the other above it.

Figure 4.4 shows the mean flow velocity profile in the standard TBL coordinates,

i.e., u+ = U/uτ versus z+ = zuτ/ν, where uτ =
√
τw/ρ and τw is the wall shear stress.

Displayed in this figure are two sets of data of the current study: one for Reθ = 103,

which was for a case initially used to test the recycling method, as illustrated in the

previous section, without firebrands; and the other for Reθ = 106, which used the same

method in a larger domain where firebrands were simulated. The definition of Reθ

is given in Chapter 2. The mean streamwise velocity at a downstream location was

calculated by averaging in both time and the homogeneous direction, after statistically

stationary state is reached. Also, included in figure 4.4 are the computational data of

[39, 54, 91, 103] and experimental data of [22]. Good comparison is observed between

the data obtained in the present work and the data available in literature for both

the inner layer (z+ < 5) as well as the log layer (z+ > 50) of the TBL.
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(a)

(b)

Figure 4.3: Instantaneous velocity magnitude on (a) the xz slice plane at the mid-
section of domain (y=20 m) and (b) zy planes located at x = 62.5, 125.0, 187.5m.
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Figure 4.4: Normalized mean streamwise velocity of the flow plotted against the
wall normal coordinate. Solid and dashed lines indicate the test cases with Reθ = 103

and 106, respectively. Symbols are the computational data of Inoue and Pullin [39]
�, Wu and Moin [118] 4, Lund et al. [54] �, Rai and Moin [91] ×, Spalart [103] ◦;
and experimental data of De Graaff and Eaton [22] ∗.
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Figure 4.5: Square root of Reynolds stresses normalized by the shear velocity ver-
sus the wall coordinate normalized by boundary layer thickness. See the caption of
figure 4.4 for the legend.

In figure 4.5 (a-d), the dimensionless Reynolds stresses are plotted against z/δ,

where δ is the boundary layer thickness. Also, for comparison, the data available in

literature (symbols) are plotted using the same notation as in figure 4.4. The Reynolds

stresses are normalized by the friction velocity in this figure. For the simulated case of

Reθ = 103, the boundary layer was resolved up to z+ = 1, which is the region close to
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the wall. A good agreement between this case and the data available in the literature

is seen in this region. On the other hand, for the simulated case of Reθ = 106, which

uses a significantly coarser grid as the Werner-Wengle wall model was applied, the

first off-wall cell lies in the logarithmic region of the boundary layer. The sharp rise

observed in panels (a-c) for this case in the inner region very close to the wall, which is

in disagreement with other cases, is because the wall model provides only an estimate

of the velocity components in this region. However, comparison away from the wall

is very good.

In the rest of this section, statistics pertaining to the firebrand positions and

velocities are presented and discussed for three firebrand densities and two release

heights. A statistical approach is essential in characterizing the behavior of firebrands

carried in turbulent flows, as the trajectories of individual firebrands are distinct

although released under identical initial conditions. This distinction is attributed to

the uniqueness of the sequence of the flow velocities that each firebrand samples from

release to landing in turbulence, and is manifested by the uniqueness of the landing

location of the firebrand, as evident from the results to be presented. The statistical

quantity associated with each curve in the following figures are calculated using an

ensemble of flying (suspended) firebrands released from the same point. On the other

hand, the time that each firebrand takes to land is different. The curve is displayed

until the time right before the first firebrand in the ensemble lands.
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Figure 4.6: Temporal variation of the mean (a) spanwise and (b) vertical components
of firebrand positions for release heights of 20 m (dashed lines) and 40 m (solid lines).

In figure 4.6, the time evolution of the streamwise and vertical components of

the mean firebrand position, 〈xp〉 and 〈zp〉, respectively, is displayed for all simulated
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cases. As seen in figure 4.6(a), 〈xp〉 exhibits an almost linear functionality with

time. The streamwise firebrand position is largely determined by the streamwise

component of carrying flow velocity. Since the mean of this component does not vary

significantly in the streamwise direction, the streamwise firebrand position varies

almost linearly. On the other hand, in the vertical direction, the terminal velocities

attained by firebrands are largely a function of firebrand densities. Thereby, the effect

of density on the mean position and dispersion is largely seen on the vertical direction.

The firebrands with the lowest density of 70 kg/m3 which were released from a height

of 40 m travelled the longest distance (∼ 275 m) while the ones with the highest

density which were released from a lower height of 20 m, travelled the shortest distance

(∼ 75 m). For firebrands with identical densities, the ones released from the height of

40 m, take approximately twice the time to reach the ground as compared with the

ones released from the height of 20 m. As evident in figure 4.6(b), the gravitational

force acting on larger density firebrands is more dominant so they descend faster

than lower density firebrands. Also, the mean elevation of firebrands almost linearly

decreased with time for the lowest density firebrands. For completeness, the scatter

plots showing all firebrand paths for initial density of 230 kg/m3 and release heights

of 20 m and 40 m are illustrated in figures A.3 and A.4 in the Appendix.

The time variation of the streamwise and vertical components of the mean fire-

brand velocity is shown in figure 4.7. The mean firebrand velocity in the spanwise

direction is calculated to be negligible so it is not displayed in this figure. As can

be seen in figure 4.7(a), the mean streamwise velocities of firebrands increase very

rapidly to values close to the local flow velocity, which is in the range 17-18.8 m/s
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Figure 4.7: Temporal evolution of the mean (a) streamwise and (b) vertical compo-
nents of the firebrands velocities for release heights of 20 m (dashed lines) and 40 m
(solid lines)
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depending on their release heights. This increase is because of an initial large magni-

tude of the drag and lift forces, as the relative velocities between the firebrands and

their local flows are initially large (see Equation 2.4 and Equation 2.5). The grav-

itational forces in the vertical direction are dominant, as evident by the negativity

of 〈wp〉 in figure 4.7(b), resulting in the descent of the firebrands. In a boundary

layer, since the mean streamwise flow velocities decrease with a reduction in eleva-

tion, in the average sense, the drag forces in the streamwise direction decrease while

firebrands descend. This is the reason for the decrease of 〈up〉 after the initial times,

as seen in figure 4.7(a). It is seen in figure 4.7(b) that 〈wp〉 becomes almost constant

prior to the firebrands reaching the ground. This constant value can be regarded as

the mean terminal velocity. At the terminal velocity, the forces due to drag and lift

are balanced by the force of gravity in the vertical direction so the acceleration of

the firebrand is zero. Initially the firebrands have no oscillations upon release. As

they begin to descend, the firebrands begin to oscillate about the 90◦ angle, which is

also a stable equilibrium point for falling cylindrical rigid bodies [78, 123]. Once the

aerodynamic forces balance the gravitational force, the firebrands attain the termi-

nal velocity and the oscillations are damped out as they fall stably at the 90◦ angle.

Firebrands with lower densities have shorter time response and hence the oscillations

damp out quickly. On the other hand, firebrands with higher densities with longer

response times oscillate for a longer period of time and hence the first plateau is ob-

served. However, at later times when the forces balance each other, 〈wp〉 asymptotes

towards the terminal velocity.
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It is observed that firebrands with same densities released from different heights

reach the same mean terminal velocity. The firebrands with the least density of

70 kg/m3 reach a mean terminal velocity of 2.5 m/s in a time period of 2 s, while

firebrands with the highest density of 570 kg/m3 reach a mean terminal velocity

close to 7.8 m/s in a time period of 4 s. Based on the wind tunnel experiments,

Tarifa et al. [107] proposed the terminal velocity assumption wherein firebrands were

assumed to travel at their terminal velocity at all times. This assumption has also

been widely used to track the motion of firebrands [2, 36]. However, the terminal

velocity approximation may be applicable for simplified wind and plume models [49]

and is not suitable for turbulent flows. Such flows have an effect of modulating the

velocity of the firebrand, thereby inhibiting the firebrands from achieving the terminal

velocity at all times. As evident in the figure 4.7(b), it must be emphasized that

depending on the density and the background wind, a time delay exists in achieving

the terminal velocity. Thus the terminal velocity approximation would incorrectly

predict the position of firebrands and will not hold for the scenarios described in the

current work.

To help in understanding the extent of spatial dispersion of firebrands in various

directions, the dispersion tensor defined by 〈x′p,i(t)x′p,j(t)〉, where x′p,j(t) = xp,j(t) −

〈xp,j(t)〉, is calculated. The temporal evolution of firebrand dispersion is displayed in

figure 4.8 and figure 4.9. For all the cases, it is seen that the dispersion is zero at

the release time and increases over time. This zero initial value is attributed to the

release of firebrands from a fixed point in every simulation. For the cases with release

height of 40 m, since the release point is in the outer layer and the flow is laminar
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in this layer, firebrands descend initially without experiencing turbulence. Hence,

dispersion for the first few seconds do not gain an appreciable value until firebrands

enter the boundary layer which is turbulent.

On the other hand, the initial time for dispersion to gain an appreciable value is

shorter in the cases where the release point is at 20 m above the ground, which is in

the TBL. For both release height cases, it is seen that the dispersion of firebrands is

higher for lower firebrand density since it has less inertia. Dispersion in the stream-

wise direction is found to be larger than the other components. This is because, as

evident from figure 4.5, the magnitude of the Reynolds stress for the carrying phase

is the largest in the streamwise direction. Hence, the turbulent fluctuations in the

background flow has an effect of dispersing the firebrands more significantly in this

direction. Also, from figure 4.5, the magnitude of Reynolds stresses in the spanwise

direction is greater than the vertical component. However for the firebrands, as shown

in figure 4.8 it is observed that the vertical component of dispersion is greater than

the spanwise component. This behavior is observed because, in the vertical direction,

since the densities of the firebrands are much larger than the density of the carrier

flow, the gravitational force acting on the firebrand is dominant in comparison to the

forces acting on the firebrand in the spanwise direction. For the same reason, the

lighter firebrands for both the release height cases disperse laterally more than the

heavier firebrands. Hence, the overall effect of the TBL on the firebrands is to cause

significant dispersion in the streamwise direction. In figure 4.9 the variation of the

most significant off-diagonal dispersion component is shown. Figure 4.9 does not in-

clude a panel for 〈x′py′p〉 and 〈y′pz′p〉 as these dispersion components remain very close
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Figure 4.8: Temporal evolution of turbulent dispersion of firebrand in the streamwise
(top row), spanwise (midde row) and vertical direction (bottom row) for firebrands
released from a height of 20 m (left panels) and 40 m (right panels).
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Figure 4.9: Temporal evolution of variation of the off-diagonal turbulent dispersion
component. Firebrands released from 20 m and 40 m height are shown on the left
and right panels respectively.

to zero at all times in the simulations. The negligible value of the off-diagonal disper-

sion components of the firebrands is attributed to the less dominant shear stresses of

the carrier flow field calculated as a function of the spanwise direction. However, the

quantity, 〈x′pz′p〉 is significant owing to the larger fluctuations in the streamwise and

vertical components of velocity.

The rate at which firebrands are spatially deposited is crucial to understanding

the phenomena of rate of fire spread which in turn is a function of firebrand release

height, density and ambient wind speed. In figure 4.10 and figure 4.11, the turbulent

diffusivity of firebrands [11, 18, 108] defined by

Dij(t) =
1

2

d〈x′p,i(t)x′p,j(t)〉
dt

, (4.1)
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is plotted against time. The diffusivity tensor, indicates the rate at which firebrands

are spatially dispersed. In the work of [108], it was demonstrated that, when gravita-

tional effects on particles are neglected, the diffusivity of particles correlates with that

of the carrier flow. It was also emphasized in several works [6, 20, 44, 93, 102] that

the turbulent fluctuations in the carrier flow can significantly impact the diffusion of

particles with low inertia. In the current study however, the density of firebrands is

much greater than the density of the air/carrier flow. Since the high inertia firebrands

rapidly descend and encounter different fluid regions, their diffusion is not well cor-

related with that of the carrier flow. It is found that the diffusivity of the firebrands

in the streamwise and the spanwise directions increases with time for all the cases.

This is due to the increased turbulent fluctuations encountered within the TBL. For

a given release height, the firebrands with the least density have larger variances and

hence are more diffusive. In both spanwise and streamwise directions, the diffusiv-

ity of firebrands having the least density is almost twice as that of the firebrands

with the highest density at times close to deposition on the ground. However, in the

vertical direction, the diffusivity of firebrands peaks and then plateaus at the time

of deposition. This behavior is observed because the firebrands descend through the

TBL where turbulent fluctuations affect its motion and increase its diffusivity. With

further increase in time, the gravitational force acting on the firebrand balances the

aerodynamic forces and the acceleration of the firebrands tend to zero, hence decreas-

ing its diffusivity. This decrease in diffusivity at terminal/asymptotic velocities is also

discussed by [20] in the context of turbulent diffusion of heavy particles.
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The off-diagonal component shown in figure 4.11 is representative of the rate of

change of correlations of the fluctuation in displacements. Here, similar to dispersion,

among all off-diagonal diffusivity components Dxz had a significant value. Since the

fluctuations in spanwise displacements is small, the other components Dxy and Dyz

remained close to zero. Overall, in figure 4.8-figure 4.11, the statistical quantities

relating to firebrands such as turbulent dispersion and diffusivity are presented. From

these statistics, the impact of the flow turbulence for varying firebrand densities is

understood. While the dispersion tensor helps to understand the extent to which

firebrands are dispersed in various directions, the turbulent diffusivity tensor provides

further information regarding the rate at which firebrands are spatially dispersed. It

is seen that these quantities are largely a function of the firebrand release height and

density.

Firebrand velocity variances are shown in figure 4.12. It is seen that they are zero

at the beginning, which is attributed to the release of firebrands with zero velocities.

After the release, the variances increase for the 20 m height cases whereas they remain

very close to zero for the first few seconds and then increase for the 40 m ones. The

reason for this difference is illustrated here. The 20 m height release point is located

within the TBL whereas the 40 m one is above it. The flow above the boundary

layer is laminar, as evident by vanishing Reynolds stresses for large z+’s in figure 4.5.

Thus, the firebrands released from the 40 m height point do not encounter turbulence

until they enter the boundary layer. As a result, they possess identical velocities

at identical times during their flight from the release point to where they enter the

boundary layer. Hence, the firebrand velocity variances are zero and their trajectories
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Figure 4.10: Temporal evolution of turbulent diffusivity components of firebrands
in streamwise (top row), spanwise (middle row) and vertical (bottom row) directions
for the release height of 20 m (left panels) and 40 m (right panels).
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Figure 4.11: Time evolution of the off-diagonal components of the turbulent diffu-
sivity for a release height of 20 m (left panels) and 40 m (right panels).

are identical while outside of the boundary layer. As could be seen in figure 4.12,

the variance of the firebrand velocity in the spanwise direction is the least among

all directions for a given density and release height. A unique noticeable aspect is

with panels (e) and (f) in figure 4.12. That is a sharp peak in the variance of the

velocity in the vertical direction for two largest densities. This peak is a result of the

competition between the hydrodynamic force, viz., the combined drag and lift forces,

and the body force, viz. the combined gravitational and buoyancy forces. While
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the former is under the influence of turbulence, the latter is not. Starting with zero

values, vertical velocity variances grow because of the turbulence in the flow. On

the other hand, as time progresses, firebrands gain a mean terminal velocity as the

projection of the hydrodynamic force in the vertical direction balances with the body

force in the average sense. The vertical velocities of heavier firebrands deviate slightly

from the mean terminal velocity (see figure 4.7(b)).

Figure 4.13 displays the covariance of the firebrand velocities 〈u′pw′p〉 vs time.

The other co-variances are not shown, as they do not have appreciable values. For

the firebrands released at the 20 m height, the covariance 〈u′pw′p〉, increases upto the

time at which the terminal velocity is attained. However, at later times, 〈u′pw′p〉 tends

to a negative value and varies similar to the shear stress of the carrier flow, which is

displayed in figure 4.5. In case of the firebrands released outside the boundary layer,

the initial peak in 〈u′pw′p〉 is less pronounced as the firebrands reach their terminal

velocity just before entering the turbulent region. Hence, at early times the covariance

is close to zero as the firebrands descend through the free-stream region and later

becomes negative due to the shear stress of the carrying flow.

The likelihood of ignition by spotting will be higher if a large number of deposited

firebrands are accumulated in close proximity of each other. Thus, characterization

of the pattern of deposition of firebrand will help to delineate areas prone to spotting

ignition. The number density of the deposited firebrands, defined as the number of

firebrands deposited per unit area, is a variable that can be calculated to quantify the

particle accumulation. On the other hand, it can be shown that the number density

is proportional to the probability distribution function (PDF) of the streamwise and
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Figure 4.12: Temporal evolution of the variances of the firebrand velocities for the
release heights of 20 m (left panels) and 40 m (right panels).
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Figure 4.13: Time evolution of the co-variances of firebrand velocities for the release
heights of 20 m (left panels) and 40 m (right panels).

spanwise coordinates of the deposited firebrands. In figure 4.14, the contour plots of

this function are displayed (x and y axes do not use the same scale). If f indicate

this PDF, it is calculated by:

f(x, y) =
1

nh2

n∑
p=1

K
(x− xp

h
,
y − yp
h

)
(4.2)

where, h is the bandwidth parameter, n is the total number of the deposited firebrands

and K(x, y) is called the smoothing kernel, which is calculated by K(x, y) = K(x) ·

K(y) in the current work, where K(x) is a standard normal distribution. Also, xp

and yp are the coordinates of a deposited firebrand in the streamwise and spanwise

directions, respectively. It is noted with the given definition, f(x, y) satisfies the

normalization condition, meaning that its integration over the area is unity. Here, f

also indicates the probability density function of the landing coordinates of a released

firebrand.
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Figure 4.14: Contour plots of the probability distribution of deposited firebrands for
the release height = 20 m (left column) and 40 m (right column) for ρp = 70 kg/m3

(top row), 230 kg/m3 (middle row) and 570 kg/m3 (bottom row). The innermost
contourline has a maximum value of 0.02 and the outermost has a minimum value of
0.002.
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In figure 4.14, the contour lines of the PDF of the deposited firebrands are

displayed. In each panel of figure 4.14, the innermost contour line indicates the

region with the highest probability of deposition.The contour lines resemble ellipses

with minor and major axes in the spanwise and streamwise directions, respectively.

This appearance is an indication of a larger dispersion in the streamwise direction

than in the spanwise direction. The streamwise distribution of the firebrands with the

lowest density 70 kg/m3 and the release height of 40 m is almost 1.6 times greater than

the release height at 20 m. This factor is found to decrease to 1.2 when the firebrand

density is increased to 230 kg/m3 and stays nearly equal to 1.0 for the case with

firebrand density of 570 kg/m3. Additionally, in the Appendix a three dimensional

representation of the PDF for the lowest density case is illustrated in figure A.5.

Normalized statistics pertaining to the landing locations of the firebrands for all

cases is reported in Table 4.1. Here, statistical quantities are normalized by the release

height zr. They help to characterize the PDF’s displayed in figure 4.14. Table 4.1

confirms the mean streamwise coordinate of the deposited firebrands 〈xp〉 increases

as the firebrand density decreases. A similar trend is seen for the variances in the

streamwise and spanwise directions. Except for the case with firebrand density of 570

kg/m3, firebrands released from the 40 m height have a smaller normalized streamwise

variance, as compared to that from the 20 m release height. This difference is because

the firebrands falling from the 40 m elevation attain a terminal velocity just before

reaching the TBL and also owing to inertia, these firebrands are less susceptible to be

influenced by the turbulent fluctuations as compared to the case with release height

of 20 m. For the lowest density firebrand, when released from a height of 40 m, the
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ratio of the streamwise and spanwise variances is the largest ∼45. The distribution

of the deposited firebrands appears symmetric in the spanwise direction, as seen in

figure 4.14, because of a statistical symmetry of the carrier flow in this direction and

that all firebrands are released at the symmetry plane located at y = 20 m. Our

calculations also showed that 〈yp〉 = 20m for the deposited firebrands in all cases.

Also, shown in Table 4.1 are the multivariate skewness and kurtosis of the PDF

to quantify the deviation of the PDF from a bivariate Gaussian distribution. For a

Gaussian distribution, the multivariate skewness is zero. From Table 4.1 it is seen

that the skewness is nonzero and positive in all cases. For the cases where firebrands

were released from a height of 40 m, the deposition of firebrands is more skewed.

Here, firebrands traverse through the TBL for a longer period in time as compared

to the ones released from a lower elevation. However, for the lowest density case (70

kg/m3) released from a height of 40 m, the ground distribution is less skewed. Here,

the firebrands first travel through the free-stream velocity region, where turbulence

is lacking in the carrier flow, and then through the TBL where fluctuations in flow

velocities become significant. When the density of the firebrand is low, the firebrands

reach their terminal velocity well before entering the TBL. Once the firebrand reaches

its terminal velocity, which is the maximum velocity attained in the vertical direction,

it is not largely affected by the fluctuations in the TBL. Hence, the deposition is less

skewed as compared to the other cases. Also shown in Table 4.1 is the kurtosis for

various cases. Based on Mardia’s kurtosis test [62, 63], for a bivariate distribution,

the kurtosis for a normal distribution is eight. For the bivariate PDF shown here,

for all the cases, the kurtosis is greater than eight and hence we conclude that the
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Table 4.1: Normalized statistics pertaining to the distribution of deposited fire-
brands.

Release
Height (m)

Density
(kg/m3)

〈xp〉/zr 〈x′px′p〉/z2r 〈y′py′p〉/z2r 〈x′py′p〉/z2r
Bivariate
Skewness

Bivariate
Kurtosis

570 3.40 0.07 0.01 1.00E-4 0.04 8.21
20 230 4.40 0.10 0.01 7.50E-5 0.03 8.36

70 6.71 0.22 0.01 -2.00E-4 0.08 8.59

570 3.12 0.01 2.73E-3 6.25E-5 0.12 8.78
40 230 4.44 0.03 2.83E-3 2.18E-4 0.28 9.11

70 7.70 0.15 3.43E-3 2.94E-5 0.08 8.64

distribution is leptokurtic. Except for the cases with firebrand densities 570 and 230

kg/m3 released at 20 m height, the calculated multivariate kurtosis deviated more

than 5% of that of a normal distribution.

4.4 Chapter Summary

In the current work, the impact of turbulence in the ambient wind on the trans-

port and deposition of firebrands in a TBL was studied. Specifically, the motion of

firebrands was tracked for the spotting range classified to be intermediate wherein

firebrands are carried mainly by the turbulent ambient wind, and the flow field is es-

sentially uninfluenced by heat release. In a real fire scenario, firebrands are generated

in various shapes and sizes, and mass and size distributions. This study is limited

to cylindrical firebrands with the choice of the physical properties of firebrands moti-

vated by the tree burn experiments of Manzello et al. (2007, 2009) where generated

firebrands were predominantly cylindrical in shape. A Lagrangian particle tracking

module was developed to solve for the coupled translational and rotational motion of

cylindrical firebrands. This model was then integrated with WFDS to solve for the
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background air flow turbulence. Using the rescaling and recycling method of [54], a

TBL was generated. The statistics of the resulting flow field obtained from such a

boundary layer was then validated against data available in the literature. Firebrands

were released consecutively in the TBL at points within and above the boundary layer

edge with identical physical properties and initial velocities. The path followed by

the firebrands and ground deposition was studied for three cases of densities rang-

ing from 570 to 70 kg/m3. Due to inertia, the firebrands with density of 70 kg/m3

released from a height of 40 m, travelled the longest distance approximately 275 m,

while the firebrand with the highest density released from a height of 20 m, travelled

the least distance which is approximately 75 m. Although, firebrands were released

with zero initial velocities, all firebrands accelerated rapidly and attained velocities

close to the free stream velocity within approximately 1 second and all firebrands

attained their terminal velocity at the time of deposition. The spatial distribution

of firebrands which is mainly understood in terms of statistical quantities such as

dispersion and diffusivity was also studied. For firebrands released at the height of

40 m, the dispersion remained close to zero until the firebrands encountered the TBL

after which the dispersion increased significantly. Normalized statistics pertaining

to the distribution of landed firebrands was also calculated. Statistics pertaining to

the coordinates of the landed firebrands in the streamwise and spanwise directions

were calculated. In all simulated cases, the streamwise variance was found substan-

tially larger than the spanwise variance. The co-variance was found negligible. After

calculation of skewness and kurtosis, deviation from Gaussianity was found signifi-

cant in the cases cases where the density of firebrands was 230 and 570 kg/m3 and
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the release height was from 40 m. The statistical techniques that are introduced in

this work to characterize the moving and deposited firebrands can have applications

in situations where flow configuration is different from what is considered in this work.
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CHAPTER 5

DISPERSION AND DEPOSITION OF BURNING FIREBRANDS IN A

TURBULENT BOUNDARY LAYER

5.1 Introduction

In Chapter 4, the dispersion and deposition of non-burning firebrands in a TBL

was studied. During transport, firebrands burn, thereby losing heat and mass due

to pyrolysis, char oxidation, convection and radiation. In this chapter, the effects of

burning are included with the firebrand dynamic model introduced in Chapter 4 and

statistical analysis is carried out to investigate the effects of background air turbu-

lence on the dispersion and ground deposition of burning firebrands. The burning of

cylindrical firebrands was modeled using the thermally thin assumption as described

in Equation 2.14-Equation 2.19. The firebrands undergo mass loss due to pyroly-

sis and char oxidation processes. Arrhenius-type rate equations were used to model

these processes. The associated thermokinetic parameters are shown in Table 2.1

[34, 71]. Firebrands also exchanged heat with the surrounding air through convection

and thermal radiation.
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5.2 Computational Setup

The computational setup considered here to simulate the TBL is the same as that

described in Chapter 4, where the computational domain size is 250×40×75 m in the

x, y and z directions, respectively. The grid resolution is 420× 67× 90 and stretched

polynomially in the z direction. The free stream velocity of the considered TBL is

18.8 m/s with the boundary layer height set to 25 m at the inlet. Four simulations

were performed with two different firebrand initial densities of 570 and 230 kg/m3

and two release heights of 20 and 40 m. In each simulation, firebrands were released

consecutively from the release point. At the time of release, the temperature of the

firebrands was assumed 773 K. The initial physical properties, such as the firebrand

length and diameter are the same as that described in Chapter 4. Additionally,

justification for the choice of parameters including wind speed, boundary layer height,

and densities of firebrands is discussed in detail in Chapter 4.

5.3 Results and Discussions

5.3.1 Validation of the Firebrand Burning Model Against Wind Tunnel

Experiments

First, to validate the Arrhenius based firebrand burning model, simpler stand

alone computations were performed to replicate previous experiments [73] where sev-

eral samples of oven dried cylindrical firebrands were held fixed and burned in a wind

tunnel. Here, firebrands were held in a uniform air flow of velocities of 4.5 and 6.7

m/s. Firebrands had a length of 12.7 cm and diameter ranging from 1.3 to 2.5 cm.
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Four different wood species, namely, Ponderosa Pine, Englemann Spruce, Western

Larch and Western Red Cedar were used for firebrand samples. Their density varied

from 300 to 800 kg/m3. The firebrands were first ignited and after burnout, their

remaining fractional loss was measured. In the experiments, the fractional loss was

defined as

Fractional Loss = 1− ρpD

ρp,0D0

, (5.1)

where, ρp, D, ρp,0 and D0 are the final density, final diameter, initial density and

initial diameter of the firebrand respectively. In total, 33 experiments were performed,

including multiple experiments for each species with different firebrand densities and

dimensions.

In the present study, using the firebrand burning equations Equation 2.14 and

Equation 2.18, two distinct sets of computations were carried out for conditions similar

to Muraszew’s experiments. In the first set, the thermokinetic parameters for the

various firebrand species were adopted from the work of Sardoy et al. [97], in which

a similar validation study was performed. In Sardoy et al. [97], the thermokinetic

constants of Pinus species were used for the Ponderosa Pine firebrands. For the rest

of the species, due to lacking precise thermokinetic constants, Sardoy et al. [97] used

the ones available for forest litter, as shown in Table 5.1.

In the experiments, since the firebrands burned for a long duration (> 100 s),

they also underwent surface regression. For the 33 experimental cases, comprising

various species, it is noted that the average firebrand diameter decreased by 30% of
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Table 5.1: Thermokinetic parameters for the pyrolysis gas for different firebrand
species [97].

Species Ai (s−1) Ti (K)

Ponderosa Pine 725 6899

Forest Litter 3.2 4402

that of the original. Hence, Sardoy et al. [97] assumed firebrands to be thermally

thick, and accounted for surface regression in the radial direction. For this reason, in

the current validation exercise, the equations governing the regression of the firebrand

[97] was also included in the firebrand degradation model:

d

A

p

dt
= −RcharS, (5.2)

where

Rchar = −48DO2ρgasln(1− γYO2)

32Dγ

(
T

273

)0.75

(1 + 0.272Sc1/3Re1/2). (5.3)

As shown in Equation 5.2, the firebrand is assumed to undergo reduction in volume

only via char oxidation process. Furthermore, in this model, it is assumed that the

rate of char oxidation is mainly governed by the rate at which oxygen diffuses onto

the surface of the fuel. It is noted that Equation 5.3 was originally proposed by

Mulcahy [72] for spherical particles; however, Sardoy et al. [97] used it for cylindrical

and disk shape firebrands. In Equation 5.3, DO2 is the diffusion coefficient of oxygen

set to 18 × 10−6 m2/s, YO2 is the mass fraction of oxygen and Sc is the Schmidt

number at standard air condition and set to 0.71 here. In these computations, it is
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Figure 5.1: Predicted fractional loss versus measured fractional loss [73] for fire-
brands of different species (Ponderosa Pine (circle); Englemann Spruce (square);
Western Larch (triangle); Western Red Cedar (diamond) for two wind velocities:
(a) 15 mph and (b) 10 mph in current simulations with kinetic parameters adopted
from Sardoy et al. [97] (black symbols) and Porterie et al. [87] (green symbols) and
simulations of Sardoy et al. [97] (red symbols).
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assumed that, during the pyrolysis process, the oxygen mass fraction is negligible in

the vicinity of the firebrand due to the presence of pyrolysis gases whereas during

the char oxidation process, the mass fraction of oxygen, is set to its value 0.23 at the

standard air condition. The Reynolds number, Re is calculated based on the relative

velocity between the firebrand and the ambient air and an equivalent sphere diameter.

In the second set of computations, the thermokinetic parameters of the pyrolysis

gas (shown in Table 3.1), adopted from the work of Porterie et al. [87] was used for

all firebrand species. Also, since Equation 5.3 is applicable for spherical particles [72],

in the second set of computations, the surface regression of the firebrands was not

considered. The standalone validation computations were performed by solving the

coupled ordinary differential equations pertaining to mass and temperature evolution

and the surface regression of the firebrand using the fifth order Runge-Kutta scheme

to advance in time. The initial firebrand properties such as the density, length and

radius were consistent with that of the experiments.

As illustrated in figure 5.1, the predicted fractional losses from both sets of com-

putations were plotted against the measured fractional loss from experiments. Com-

putations performed using the model adopted from Sardoy et al. [97] are represented

by black symbols and those performed using thermokinetic parameters of Porterie

et al. [87] are represented by green symbols. The simulated data of Sardoy et al.

[97], represented by red symbols, are also shown in this figure. Also, different symbols

with different shapes are used to represent the various firebrand species. It is observed

that the predicted data using the model adopted from Sardoy et al. [97] are relatively

close to that of the experimental data for most of the cases. For both wind speeds,
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the computed fractional loss of the Ponderosa Pine species lies within 20% of the ex-

perimental measurements. Also, for all the species, most of the simulated fractional

losses lie well within the range of the numerical data of Sardoy et al. [97]. However,

few of the model predictions pertaining to the Englemann Spruce and Western Larch

species are observed to deviate significantly from the experimental data. The discrep-

ancies between the experimental and numerical results are attributed to the fact that,

during the experiments, some of the firebrands were only partially burned whereas

others were blown away and yielded lower fractional density values at the end of the

experiment. The uncertainty in thermokinetic constants in the Arrhenius model may

also be a source of error.

Since the overall agreement between the experiments and the simulations were

found to be relatively close for the Ponderosa Pine species, for the LES simulations

described in the next section, the firebrand burning model was based on the thermoki-

netic parameters for the Ponderosa Pine species as given by Sardoy et al. [97]. How-

ever, the surface regression of the cylindrical firebrands was not considered due to the

limitation in its applicability to burning cylindrical firebrands.

5.3.2 Simulation of Burning Firebrands Released in a Turbulent Bound-

ary Layer

In the present section, statistics pertaining to burning firebrands released in the

TBL are presented for simulations with different initial firebrand densities and release

heights. The statistics in each simulation are calculated by performing an ensemble
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Figure 5.2: Temporal variation of the mean (a) streamwise and (b) vertical compo-
nents of firebrand positions for release heights of 40 m and 20 m for initial densities
of 230 and 570 kg/m3.
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Figure 5.3: Temporal evolution of the mean (a) streamwise and (b) vertical com-
ponents of the firebrands velocities for release heights of 40 m and 20 m for initial
densities of 230 and 570 kg/m3.
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average over all firebrands from the time of release to the time of deposition (similar

to that discussed in Chapter 4).

In figure 5.2(a) and (b), the time evolution of the mean streamwise and vertical

position of the firebrands is shown. It is noted that the burning firebrands exhibit

similar trends in the temporal evolution of the mean position in both streamwise

and vertical directions as compared to that of the non-burning firebrands discussed

in Chapter 4. In the streamwise direction, the mean position of firebrands varied

almost linearly with time. Since burning firebrands lose mass, they travel for a longer

distance as compared to non-burning firebrands. Specifically, for firebrands released

from a height of 40 m with an initial density of 570 kg/m3, they travel around 10 m

(in the mean sense) further than the non-burning ones at the time of deposition.

The variation of the firebrand mean velocity was found to be comparable with the

non-burning case discussed in Chapter 4.

Figure 5.3(a) shows that although firebrands were released with zero initial

velocities, they closely attained the streamwise velocity of the background flow in a

relatively short time (within 2 s upon release). As seen in figure 5.3(b), the magnitude

of the mean vertical velocity of the firebrands increases owing to the gravitational

force and firebrands reach their terminal velocity prior to deposition. The plateau in

the mean vertical velocity prior to terminal velocity is attributed to the orientation

of the firebrand during descent. This behavior was also observed and discussed in

the results obtained with non burning firebrands in Chapter 4. Overall, the mean

vertical velocity of burning firebrands is observed to be closely comparable to that of

non-burning firebrands.
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One of the most significant factors influencing the possibility of the creation of

spot fires is the firebrand temperature at the time of deposition. To better understand

what influences this temperature, time histories of the mean firebrand density and

temperature are examined in figures 5.4 and 5.5 respectively. At the time of release,

firebrands have an initial set temperature of 773 K. The condensed phase reactions,

which include the process of pyrolysis and char oxidation are largely a function of

the temperature of the firebrand. Arrhenius rate equations as given by Equation 2.18

and Equation 2.19 are used to determine the rates of pyrolysis and char oxidation.

At early times, the rate at which the condensed phase reactions occur is significantly

higher than at later times (also lower temperatures). Since the firebrand diameter is

kept unchanged throughout flight, the mean firebrand density decreases very rapidly

at early times and remains nearly constant afterwards as the firebrand cools to lower

temperatures.

It is noted that vegetative fuels pyrolyze above a temperature ranging between

400 and 500 K across various plant species [69, 71]. Hence, at later times, as the

firebrand temperature drops below 500 K, as shown in figure 5.5, the condensed phase

reactions cease. As a result, the firebrand density does not vary with time, as observed

in figure 5.4. Since the firebrand dimensions considered in this work are relatively

small, i.e., 1.5 mm in radius and 4 cm in length, it is observed that firebrands cool

rapidly and undergo a reduction in density only within the first few seconds of their

release time. Also, for the cases with firebrands having an initial density of 570 kg/m3,

the density reduces significantly with time in comparison to the firebrands with an

initial density of 230 kg/m3 which cool rapidly as time progresses. For instance,
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the firebrands with a density of 570 kg/m3 undergo a reduction in density by 20

kg/m3, whereas the reduction in density for the 270 kg/m3 is an order of magnitude

smaller due to rapid cooling. Furthermore, it can also be seen in figure 5.5, that the

firebrands with lower density, regardless of their release heights, lose heat rapidly and

attain temperatures close to the ambient at the time of deposition. However, the

higher density firebrands released from a height of 20 m, have a mean temperature

close to 450 K at the time of deposition.
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Figure 5.4: Temporal evolution of the mean density of firebrands for release heights
of 40 and 20 m. The left vertical axis is for firebrands with initial density of 230 kg/m3,
and the right one for 570 kg/m3.

The temperature of the firebrand at any given time is affected by the processes

of pyrolysis, char oxidation, convective and radiative cooling. It is observed that

the firebrand temperature is predominantly affected by the convective and radiative
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Figure 5.5: Temporal evolution of the mean temperature of firebrands for release
heights of 40 and 20 m with initial densities of 230 and 570 kg/m3.

modes of cooling. The heat loss in firebrands due to the processes of convective and

radiative mechanisms is shown in figure 5.6 (a) and figure 5.6 (b) respectively. The

firebrand cools by convection owing to the relative velocity between the firebrand

and the ambient air. As seen in Equation 2.15 and Equation 2.17, the heat transfer

coefficient is calculated in terms of the Reynolds number based on the relative velocity

of the firebrand. Since the firebrands are released with zero initial velocity, the relative

velocity of the firebrands with respect to the background flow is large at early times.

In addition, there also exists a large temperature difference between the ambient

temperature and the firebrand temperature at this stage. Due to these factors, the

mean convective heat loss of the firebrand is significant at initial times, as shown

in figure 5.6 (a). At later times, as the firebrand descends, the convective heat loss
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Figure 5.6: Temporal evolution of mean (a) convective and (b) radiative heat loss of
firebrands released from two distinct elevations of 20 and 40 m with initial densities
of 230 and 570 kg/m3.
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component also decreases. The temporal variation of the mean radiative heat loss

component is shown in figure 5.6 (b). Here, the firebrands have an emissivity of

0.9, which is a characteristic of wildland vegetation. As with the convective heat

loss, due to the large temperature difference between the firebrand and the ambient

temperature at the release time, the radiative heat loss component is also significant

initially. However, it is observed that regardless of the firebrand density and release

height, the component of heat loss by radiation is an order of magnitude lesser than

the convective heat loss component. For the lowest density cases (230 kg/m3), at times

close to landing, the heat loss components approach zero as the firebrand temperature

approaches that of the ambient. While on the one hand, a zero initial firebrand

velocity provides a convenient framework to assess overall statistics, on the other

hand, the high relative velocity, coupled with high temperature promotes significant

convective cooling, which in turn deactivates the burning process.

The background air turbulence plays an important role in influencing the dy-

namical and thermal behavior of firebrands and hence the energy of the firebrands

at the time of deposition. The turbulent wind disperses and diffuses the firebrands

in various directions. In figures 5.7 and 5.8, the components of dispersion and diffu-

sion of burning firebrands during flight is illustrated: their definitions are provided

in Chapter 4. Since the firebrands released at a height of 40 m are in the free stream

region at the time of release, the dispersion and diffusion components remain close

to zero for a longer time as compared to the ones released within the TBL. Upon

entering the boundary layer, the dynamical behavior of firebrands is significantly af-

fected by the turbulent background air and hence the magnitude of the dispersion and
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Figure 5.7: Time evolution of components of firebrand dispersion released from
heights of 20 m and 40 m with initial densities of 230 and 570 kg/m3.

diffusion components increase as time progresses. In the vertical direction, similar to

the non-burning cases, the slope of the dispersion 〈z′pz′p〉 changes and correspondingly,

the diffusivity Dxx peaks at early times and plateaus at the time of deposition. This

behavior as explained in detail in Chapter 4 is attributed to the terminal velocity at-

tained by the firebrands at later times. It is to be noted that only those components

whose values were found to be significant is shown in these figures. Since the density

reduction of the burning firebrands is less than 3% as noted earlier, the temporal
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Figure 5.8: Time evolution of components of firebrand diffusion released from
heights of 20 m and 40 m with initial densities of 230 and 570 kg/m3.

variation in both the diffusion and dispersion components are comparable to that of

the non-burning firebrand results discussed in Chapter 4.

In order to further examine, the dispersion and diffusion of firebrands are shown

in figure 5.9. All variances are zero at the beginning due to zero initial velocities

at the time of release. However, owing to a high initial temperature at early times,

firebrands pyrolyze at a high rate, undergoing a rapid reduction in density. Since the

density of the individual firebrands may vary largely from one to another at early
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times, the variances of the firebrand velocity 〈u′pu′p〉 and 〈v′pv′p〉 have a significantly

higher value as compared to the non-burning firebrands. This is manifested by a

sharp peak in figure 5.9(a,c) at the very beginning. At later times, as the firebrand

temperature drops, the density reduction is not significant and the velocity variances

decrease. However, at later times, the firebrand is also influenced by the turbulent

fluctuations of the background flow and hence the velocity increases with time similar

to the non-burning firebrands.
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Figure 5.9: Time evolution of the variances of the firebrand velocities released from
heights of 20 m and 40 m with initial densities of 230 and 570 kg/m3.
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The air turbulence also effects the density and thermal behavior of the firebrands.

To illustrate this behavior, the variances in density and temperature of the firebrand

are shown in figures 5.10 and 5.11. As evident from these figures, owing to the

turbulent velocity field, at early times, the variances in density and temperature of

firebrands released within the TBL, i.e., at height of 20 m, increases rapidly. As

time progresses, the firebrand cools, condensed phase reactions cease, and hence the

variances decrease. However, it is evident that for the firebrands released outside

the boundary layer due to the absence of turbulence, the variances in density and

temperature remain close to zero at all times. At later times, the firebrands cool and

hence, when they enter the turbulent region of the boundary layer, the fluctuations

do not significantly influence the density or the temperature. Thereby the variances

remain close to zero at all times when released outside the boundary layer.

In order to gain further insight into the dynamics of firebrands, specifically their

orientation relative to the local relative velocity is examined. Figure 5.12 shows the

time variation of the mean firebrand incidence angle 〈α〉. Here, the incidence angle is

the angle between the firebrand major axis and the local relative velocity vector, also

illustrated in figure 2.1. It is seen in figure 5.12 that the incidence angle oscillates

about the 90◦. At 〈α〉 = 90◦, the hydrodynamic torque is equal to zero. As 〈α〉

deviates from 90◦, the hydrodynamic torque tends to resist this deviation. Hence,

this angle is the stable equilibrium angle for falling cylindrical rigid bodies in still air

[78, 123]. It is seen that the amplitude of the oscillations changes significantly over

time with a peak at a time when the mean vertical velocity reduces almost to the

terminal velocity as seen in figure 5.3(b). After this time, the aerodynamic forces
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Figure 5.10: Temporal evolution of the variance of density of firebrands for release
heights of 40 and 20 m. The left vertical axis is for firebrands with initial density of
230 kg/m3, and the right one for 570 kg/m3.

balance the gravitational force and the oscillations are damped out as they fall at a

stable orientation at the 90◦ angle. Firebrands with lower densities have shorter time

response and hence the oscillations damp out more rapidly.

In figure 5.13, the variation of the ratio of the mean drag to lift force is shown.

The lift and drag forces are computed based on the model proposed by Hoerner [37]

for cylindrical objects as shown in Equation 2.4 and Equation 2.5. Here, the drag and

lift forces are expressed by resolving the normal force in terms of the sine and cosine

components of the firebrand incidence angle, respectively. As seen in figure 5.12, the

incidence angle oscillates about the 90◦ angle. At firebrand incidence angles close to

90◦, the sine component is significantly larger than the cosine component. Hence,
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Figure 5.11: Temporal evolution of the variance of temperature of firebrands for
release heights of 40 and 20 m with initial densities of 230 and 570 kg/m3.

at the time of release, the drag force acting on the firebrand is found to be greater

than the lift force by two orders of magnitude. As the firebrands descend, the ratio

becomes a constant with the drag force being almost twice as that of the lift force.

At early times, it is noted that the drag and lift forces are significant because the

firebrands are released with zero velocities and their Reynolds number is low. As seen

from Equation 2.6, for low Reynolds numbers, the value of the drag coefficient used

to calculate the both the lift and drag forces is substantially large. However, as time

progresses, the firebrand Reynolds number increases and the drag coefficient reduces

by two orders of magnitude. Hence, a substantial decrease is observed with time.

To gain insight on the correlation of the temperature of the firebrand with the

fluctuating turbulent flow, the firebrand turbulent heat flux quantity is plotted in fig-
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Figure 5.12: Time evolution of the incidence angle for firebrands released from two
distinct elevations of 20 and 40 m for initial densities of 230 and 570 kg/m3.
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ure 5.14. Here, the streamwise and the vertical components of the firebrand turbulent

heat flux are shown. At all times, it is observed that the firebrand turbulent heat flux

is negatively correlated, and this behavior is mainly attributed to the decrease in the

firebrand temperature as time progresses. In figure 5.14(a), as time progresses, the

process of pyrolysis becomes insignificant and the firebrand density remains nearly

constant. The fluctuations in the temperature of the firebrand also decreases as the

firebrand cools down. In addition, since the firebrands attain velocities close to that

of the background fluid, the fluctuations in the streamwise component of the fire-

brand’s velocity decreases. Hence, only at initial times, the streamwise component

of the turbulent heat flux is higher in magnitude whereas in a relatively short time

110



0 2 4 6 8 10
Time (s)

-20

-15

-10

-5

0

<
T

p
´u

p
´>

 (
K

m
/s

) 

230 kg/m
3
, 20 m

230 kg/m
3
, 40 m

570 kg/m
3
, 20 m

570 kg/m
3
, 40 m

(a)

0 2 4 6 8 10
Time (s)

-4000

-3000

-2000

-1000

0

<
T

p
´w

p
´>

 (
K

m
/s

) 

230 kg/m
3
, 20 m

230 kg/m
3
, 40 m

570 kg/m
3
, 20 m

570 kg/m
3
, 40 m

(b)

Figure 5.14: Temporal evolution of the mean firebrand turbulent heat flux showing
the (a) streamwise and (b) wall-normal components of firebrands released from two
distinct elevations for initial densities of 230 and 570 kg/m3
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scale (after completion of the pyrolysis process), there exists no correlation in the

streamwise component and the turbulent heat flux tends to zero. However, in the

wall normal direction, the magnitude of vertical velocity increases as the firebrand

accelerates and attains terminal velocity. Hence, the temporal variation of the turbu-

lent heat flux in this component closely resembles that of the mean vertical velocity of

the firebrand. Also, the wall normal component of the turbulent heat flux is observed

to be dominant as compared to the streamwise component.

One of the challenges in wildland fires, and especially in wildland-urban interface

fires, is a measure of accumulation of firebrands. In order to quantify this, we look at

both the mass and energy accumulation from a statistical viewpoint. In figure 5.15

the mass per unit area of the landed firebrands is shown for firebrands released from

two different heights and density of 230 kg/m3 and 570 kg/m3. Here, Gh(x) also

satisfies the normalization property such that
∫
Gh(x)dx = 1. Here, the mass per

unit surface area, mp,ground(x, y) is calculated via kernel density function, as shown in

the equation below:

mp,ground(x, y) =
N∑
p=1

mp(x, y)Gh(x− xp, y − yp), (5.4)

where,

Gh(x, y) =
1

h2
K
(x
h
,
y

h

)
(5.5)

where K(x, y) is a bivariate kernel, which is set to a standard normal distribution

and h is the bandwidth parameter. N is the number of landed firebrands. The PDF
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indicates the total mass of the firebrands depositing in a given area. The higher

the accumulation in a given area, the higher is the probability of creation of spot

fires. In figure 5.15, the innermost contour line represents the maximum mass of

firebrands being deposited at the given location. Since the burning firebrands lose

mass during flight, they travel further than their non-burning counterparts. Here,

for instance, the maximum number of firebrands being deposited for the case of

burning firebrands with a density of 230 kg/m3 is found at 95 m whereas, the non-

burning firebrands land close to 5 m prior in the streamwise direction for both the

release heights of 20 m and 40 m. A similar behavior is also observed for the higher

density firebrands. Firebrands released from the 40 m height are observed to travel

approximately twice the distance of that released from a lower elevation. For all the

cases, the ground deposition pattern of the firebrands is stretched over a distance of

15 m in the streamwise direction.

The energy per unit surface area of the deposited firebrands is also shown as a

function of the spanwise and streamwise direction in figure 5.16. The energy per

unit surface area, ep,ground(x, y) calculated via kernel density function, as shown in

the equation below:

ep,ground(x, y) =
N∑
p=1

cpmp(x, y)Tp(x, y)Gh(x− xp, y − yp) (5.6)

The energy density indicates the thermal content of the ground deposited fire-

brands at the time of landing (kJ). It is observed that the firebrands with an initial

density of 570 kg/m3 have higher energy (greater by an order of magnitude) as com-
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pared to the firebrands with a lower initial density. This is because, the firebrands

with an initial density of 570 kg/m3 retain more energy (with temperatures of 450 K)

at the time of deposition. This indicates a higher probability of occurrence of spot

fires with higher density firebrands as they are less likely to cool and reach ambient

temperatures.

In figure 5.17, the variation of the average temperature (Tp,ground) of the landed

firebrands is shown. Here, the average temperature of the firebrands is calculated

using the following equation:

Tp,ground =

N∑
p=1

cpmp(x, y)Tp(x, y)Gh(x− xp, y − yp)

N∑
p=1

cpmp(x, y)Gh(x− xp, y − yp)
(5.7)

In all the cases, the firebrands being deposited at an upstream location in the

streamwise direction retain more thermal energy. The firebrands travelling longer

distances cool further before deposition. While the firebrands with an initial density

of 230 kg/m3 have near ambient temperature at the time of deposition, it is observed

that the firebrands with an initial density of 570 kg/m3 released from a height of 20 m

have temperatures close to 430 K at the time of landing. The maximum variation in

the average temperature of the ground deposited firebrands is observed for the case

shown in figure 5.17 (c), where, the temperature of the ground deposited firebrands

varies by almost 30 K in the streamwise direction.
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Figure 5.15: Contour plots of mass per unit area of the deposited firebrands for the
release height = 20 m (left column) and 40 m (right column) for ρp = 230 kg/m3

(top row) and 570 kg/m3 (bottom row). For the top row, the innermost contour line
has a maximum value of 1.5 kg/m2 and the outermost has a minimum value of 0.2
kg/m2. For the bottom row, the maximum and minimum values are 0.24 kg/m2 and
0.02 kg/m2 respectively.

115



80 85 90 95 100 105 110
x (m)

17

18

19

20

21

22

23

y 
(m

)

(a)

165 175 185 195 205
x (m)

17

18

19

20

21

22

23

y 
(m

)
(b)

60 65 70 75 80 85
x (m)

17

18

19

20

21

22

23

y 
(m

)

(c)

120 125 130 135
x (m)

17

18

19

20

21

22

23

y 
(m

)

(d)

Figure 5.16: Contour plots of energy per unit area of the deposited firebrands for
the release height = 20 m (left column) and 40 m (right column) for ρp = 230 kg/m3

(top row) and 570 kg/m3 (bottom row). For the top row, the innermost contour line
has a maximum value of 700 kJ/m2 and the outermost has a minimum value of 100
kJ/m2. For the bottom row, the maximum and minimum values are 90 kJ/m2 and
10 kJ/m2 respectively.
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Figure 5.17: Average temperature of the ground deposited firebrands for release
height = 20 m (left column) and 40 m (right column) for ρp = 230 kg/m3 (top row)
and 570 kg/m3 (bottom row).

5.4 Chapter Summary

The effects of burning on cylindrical firebrands released in a TBL is discussed

in this chapter. The firebrand burning model was based on the thermally thin as-

sumption where firebrands were assumed to burn owing to the pyrolysis and char

oxidation processes. Firebrands also exchanged heat with the surroundings by con-
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vection and radiation mechanisms. The firebrand burning model, devoid of the effects

of the ambient turbulent flow, was validated against the experiments of Muraszew [73]

for different species of firebrands and wind conditions. It was found that for all the

species, the computed fractional loss was reasonably close to that of the experimental

measurements. Specifically, for the Ponderosa Pine species, the computed data was

found to lie within 20 % of the experimental measurements.

Next, the effects of burning for the case of firebrands released in a TBL was

investigated. Here, the trajectories of firebrands and their ground deposition pattern

was studied for firebrand densities of 570 and 230 kg/m3. Statistical analysis was

carried out to determine the thermal and dynamical behavior of the flying firebrands

released from heights of 20 and 40 m. The burning firebrands underwent reduction in

mass and travelled for a longer distance (approximately 10 m ahead) in the streamwise

direction as compared to the non-burning firebrands. It was also noted that, similar

to the non-burning case, in the streamwise direction, the burning firebrands rapidly

attained the streamwise velocity of the background air in a few seconds. For both the

release heights, the firebrands with a lower initial density of 230 kg/m3 were found to

cool rapidly and reach ambient temperatures at the time of deposition. Due to rapid

cooling, these firebrands also underwent a lower reduction in density during flight as

compared to the firebrands with an initial density of 570 kg/m3. The temperature

of the firebrand was found to be mainly influenced by the processes of convective

and radiative modes of cooling. Since the process of convection is largely a function

of the relative velocity of the firebrand, the firebrand cooled at a much higher rate

at early times due to high relative velocity. Compared to the convective heat loss
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component, the radiative heat loss component was an order of magnitude lesser for

all the cases. Since the firebrands with an initial density of 230 kg/m3 cooled rapidly,

the convective and the radiative heat loss components were near zero at the time of

deposition. To understand the role of the background air turbulence on the dynamical

and thermal behavior of firebrands, second order statistics were also analyzed. It was

found that the trends of dispersion and diffusion of firebrands were similar to the cases

of non-burning firebrands. Here, as time progressed, the firebrands encountered more

turbulent regions and hence the variances and covariances of position and velocity

increased. Furthermore, to gain an insight into the areas prone to the occurrence of

spot fires, the ground deposition pattern of the landed firebrands was also studied.

Here, the mass and energy per unit area of the landed firebrands was quantified and

the average temperature of the landed firebrands was predicted. It was observed that

the firebrands with an initial density of 570 kg/m3 possessed higher energy by an order

of magnitude greater than the firebrands with an initial density of 230 kg/m3. This

was observed because, the firebrands with an initial density of 570 kg/m3 retained

more energy (with average temperatures of 450 K) at the time of deposition. This

behavior indicated a greater chance of occurrence of spot fires with higher density

firebrands as they are less likely to cool and reach ambient temperatures at the time

of deposition.
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CHAPTER 6

CONCLUSIONS

6.0.1 Summary and Conclusions

In the current work, to better understand the mechanism of spotting phenomena,

computational investigations were performed on live fuel ignitions and the propaga-

tion of firebrands in a turbulent boundary layer. First, the simulations on live fuel

ignitions were performed using WFDS to improve the understanding of the ignitability

condition of recipient fuels as pertinent to the landing stage in the spotting mecha-

nism. These simulations were mainly guided by the experiments of McAllister et al.

[65]. The experiments of McAllister et al. [65] comprised of burning live Douglas-fir

needles in the Forced Ignition and Flame Spread Test Apparatus. To replicate the

experimental work, simulations were performed to study the ignition characteristics

of live Douglas-fir needles. A particle-based approach was used to model the burning

of the Douglas-fir needles wherein the particles were assumed thermally thin. The

effects of two distinct states of fuel moisture, viz., bound and free state was included

in the Arrhenius-type FMC evaporation model. The predicted ignition time was

found to lie well within the uncertainty of the experimental data. For all FMC, by

including the effects of both bound and free water in the moisture evaporation model,
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better prediction in the mass loss rates was obtained as compared the cases which

included the effects of free water only. In consistent with experimental observations,

the evaporation of moisture was observed at elevated temperatures (> 100◦C) well

after ignition of the fuel sample. For instance, free water was found to evaporate

at temperatures close to boiling point of water whereas, bound water evaporated at

temperatures close to 200◦C. For all FMC, significant amount of bound water was

present at the time of ignition.

Next, the dispersion and deposition of firebrands in a turbulent boundary layer

was investigated for the intermediate spotting range. The firebrands are mainly car-

ried by the turbulent wind into regions devoid of any fire activity for the intermediate

spotting range. To study the dynamical and thermal behavior of firebrands, a La-

grangian particle tracking module which solves for the three dimensional translation,

rotation and burning of cylindrical firebrands was included within the framework of

WFDS. Since the air turbulence plays an important role in dispersing the firebrands

and influencing their landing locations, the dispersion and deposition of firebrands

was studied in a turbulent boundary layer. The recycling technique of Lund et al.

[54], as described in detail in Chapter 2 was used to generate the turbulent bound-

ary layer. The statistics of the turbulent boundary layer was also validated against

data available in literature. Once the turbulent boundary layer reached a statistically

stationary state, firebrands were released continuously from a given point. Several

simulations were performed by varying the initial density and release height of the

firebrands. Furthermore, two distinct set of simulations were performed by consid-

ering cases with burning and non-burning firebrands. The current work was limited
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to cylindrical firebrands, as these were observed to be commonly occurring [56, 57].

The physical properties of the firebrands were obtained from a previous experimental

work [56]. The motion of the firebrands were tracked from the time they were released

to the time of deposition. It was observed that, although the firebrands were released

with zero initial velocities, regardless of their initial density and release height, they

rapidly accelerated and attained free stream velocities in a short time. The lighter

firebrands with a density of 70 kg/m3 released from a higher elevation were found to

travel the longest distance in the streamwise direction. The dispersion and diffusiv-

ity of firebrands was also studied to analyze the extent of spatial distribution of the

firebrands. For all density cases, firebrands released outside the turbulent boundary

layer were observed to have zero dispersion and diffusivity as the turbulent fluctua-

tions were lacking. Whereas firebrands released within the boundary layer, from a

height of 20 m, showed significant dispersion and diffusivity at early times due to

the inherent turbulence in the flow field. For all the cases, the pattern of the ground

deposited firebrands closely resembled an ellipse, exhibiting symmetry in the span-

wise direction. Normalized statistics pertaining to the co-ordinates of the ground

deposited firebrands was also analyzed. The streamwise variance of the deposited

firebrands was found to be substantially large as compared to the spanwise variance.

The calculated skewness and kurtosis was found to be higher in the cases of firebrands

released from the height of 40 m.

Next, the effects of thermal degradation was also accounted with the firebrand

dynamical model and statistical analysis was carried to study the motion of burning

firebrands released in a turbulent boundary a layer. Here, the thermally thin assump-

122



tion was used to model the burning behavior of firebrands. Firebrands were assumed

to thermally degrade and lose mass due to pyrolysis and char oxidation processes. The

firebrands also exchanged heat with the ambient by convection and radiation mecha-

nism. The thermal degradation model was first validated with a previous experimental

work [73] for various firebrand species. The simulated fractional loss was found to

be reasonably close to that of the experiments. For the Ponderosa Pine species, the

simulated data was found to lie within 20 % of the experimental measurements. Few

of the simulated data pertaining to the Englemann Spruce and Western Larch species

are observed to deviate significantly from the experimental data. The discrepancies

between the experimental and numerical results are attributed to experimental uncer-

tainties and the non-availability of precise thermokinetic parameters for these species.

After validation, the firebrand dynamics and burning behavior was studied for the

case of firebrands released in a turbulent boundary layer. Firebrands with densities

of 570 and 230 kg/m3 were released from distinct points located within and above the

boundary layer. It was observed that, regardless of the release heights, the firebrands

with higher density cooled less rapidly and underwent a greater reduction in mass at

the time of deposition. Whereas the lower density firebrands cooled rapidly and at-

tained near ambient temperatures at the time of deposition. Since the firebrands are

in motion, it was observed that the firebrands cooled mainly due to convection. The

radiative heat loss component was an order of magnitude lesser than the convective

heat loss component. The ground deposition pattern of the landed firebrands was

also studied via kernel density estimation. While the deposition pattern of burning

firebrands was similar to that observed in the case of non-burning firebrands, the
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mass and energy per unit area of the ground deposited firebrands was quantified.

The higher density firebrands were found to deposit with a mass per unit area equal

to 1.5 kg/m2 with an associated energy per unit area equal to 700 kJ/m2, indicating

the possibility of creation of spot fires in these regions. The average temperature of

the deposited firebrands was also predicted and it was observed that firebrands with

a density of 570 kg/m3, showed a maximum variation, close to 30 K in the streamwise

direction.
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APPENDIX A

TURBULENT INFLOW BOUNDARY CONDITION

A.1 Recycling Method

In the current section, the methodology used to specify the inflow conditions to

generate the turbulent boundary layer used in Chapter 4 and Chapter 5 is described

in detail. Often, the generation of a turbulent boundary layer requires a lengthy

developmental section, starting from a laminar inflow and transitioning into a tur-

bulent boundary layer at downstream locations. Including the developmental section

is computationally expensive requiring additional computational resources and time.

To reduce the dependency on such a developmental section and generate a turbu-

lent boundary layer at the inlet, the recycling technique based on the work of Lund

et al. [54] is used in the current work. The overall approach of the recycling method

proposed by Lund et al. [54] is to estimate the instantaneous velocity at the inlet

boundary based on the solution at a downstream location. Specifically, the instan-

taneous velocity field from a plane close to the exit of the domain (also referred as

a recycling plane) is rescaled and reintroduced as an inlet boundary condition. The

schematic of the computational domain showing locations of the inlet and the recy-

cling plane are illustrated in Figure A.1. Here, the velocities at the recycling plane
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are first decomposed into a mean and fluctuating part. Appropriate scaling laws are

applied to each component and then recycled at the inlet. In the rest of the section,

details pertaining to the recycling methodology is provided.

According to this method, the mean velocity field at the inlet of the domain is

first initialized using the Spalding law. The Spalding law, as expressed below, satisfies

the canonical turbulent boundary layer profile and is a single formula, which correlates

the dimensionless velocity to the dimensionless wall normal distance, spanning the

entire turbulent boundary layer height:

z+ = u+ + 0.1108

[
e0.4u

+ − 1− 0.4u+ − (0.4u+)
2

2!
− (0.4u+)

3

3!
− (0.4u+)

4

4!

]
, (A.1)

where,

z+ = zuτ/ν (A.2)

u+ = ū/uτ . (A.3)

In the above equations, uτ is the friction velocity calculated in terms of the wall

shear stress τw as, uτ = τw/ρ and ū is the velocity component averaged over time

and space in the spanwise direction. To specify the inlet velocity u, u+ is evaluated

in terms of the wall normal component, z+. Hence, to determine u as a function

of z, a look-up table is first created to store values of z+ as a function of u+ using

Equation A.1. Then, for a given z, corresponding to the grid location in the wall

normal direction, the non-dimensional z+ is determined using Equation A.2. From
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the look-up table created using the Spalding law, the corresponding u+ and hence

u are evaluated. It is noted that a linear interpolation is performed if necessary (to

evaluate u) when the precise value of z+ is not found in the look-up table.

At the inlet, along with the Spalding law, random fluctuations with 10% turbu-

lent intensity are also superimposed. Here, the synthetic eddy method [68], which is

a built in feature in WFDS, is used to introduce the random fluctuations. Such a

flow develops to yield a realistic turbulent boundary layer at downstream locations

in the domain. Once a statistically stationary state is attained, a recycling plane is

chosen at a location 80% downstream of the domain (shown in Figure A.1) to rescale

and reintroduce velocity components at the inlet.

Recycle Plane 

Inlet Plane 

x 

y 

z 

(a)

Figure A.1: Schematic diagram of the inlet boundary condition calculated via recy-
cling technique

At the recycling plane, the streamwise velocity component in the inner and outer

layer of the boundary layer are decomposed into a mean, ūi and its fluctuating part,
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u′′i . Here, the mean velocities are averaged over both, time and space in the spanwise

direction. Since the mean velocity profile satisfies scale similarity within the boundary

layer, a scaling factor based on the friction velocity is used to rescale the mean and

fluctuating components. To apply the recycling procedure, the turbulent boundary

layer is furthermore divided into inner and outer regions. In the inner region where

viscous effects are predominant, the law of the wall is used to relate the velocity

components at the recycling plane to that at the inlet plane. Accordingly in the inner

region, the law of the wall is given as:

u+ = z+. (A.4)

Applying the above relation at both the inlet plane and recycling plane, we have,

u+inlet = z+inlet (A.5)

u+recyc = z+recyc. (A.6)

For a given z+, at the inlet and recycling planes, i.e. for z+inlet = z+recyc, we

have u+inlet (z+) = u+recyc (z+). Furthermore, using the relation given in eq. (A.3), the

dimensional form of the equation at a given z+ is expressed as:

ūinnerinlet (z+)

(uτ )inlet
=
ūinnerrecyc (z+)

(uτ )recyc
(A.7)
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Rearranging the above equation, we have:

ūinnerinlet

(
z+
)

=
(uτ )inlet
(uτ )recyc

ūinnerrecyc

(
z+
)

(A.8)

and

ūinnerinlet (z+) = γūinnerrecyc

(
z+
)
. (A.9)

Here, γ is the scaling factor defined as the ratio of the friction velocity measured

at the recycle plane and the friction velocity measured at the inlet plane. Similarly,

away from the wall, in the outer region, the law of the wake [17] is used. Accordingly,

the law of the wake is given as:

U∞ − ūouter (η) = uτf1 (η) (A.10)

Here, η is the normalized coordinate in the outer region given as η = z/δ and U∞

is the freestream velocity. Since, the law of the wake is applied throughout the outer

region of the turbulent boundary layer which encompasses the buffer, logarithmic and

the wake region, the functionality f1 (η) is not explicitly known in Equation A.10.

Applying the law of the wake at the inlet and recycle planes, the mean velocity

component at the inlet plane can be expressed in terms of that at the recycle plane

for a given η as:

ūouterinlet (η) = γūouterrecyc (η) + (1− γ)U∞ (A.11)
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Also, in the inner and outer regions, the mean vertical velocity component is assumed

to scale respectively as:

v̄inner = U∞f2
(
z+
)

(A.12)

v̄outer = U∞f3
(
z+
)
. (A.13)

Here, the functions f2, f3 and the functions f4, f5 which appear in the next para-

graph are not known explicitly. Similar to the approach described above, on applying

the scaling laws at both the planes, we have,

v̄innerinlet

(
z+
)

= v̄innerrecyc

(
z+
)

(A.14)

and

v̄outerinlet (η) = v̄outerrecyc (η) . (A.15)

Since the mean of the spanwise velocity v̄ is zero, no scaling law is applied.

Furthermore, the scaling for the fluctuating components of velocity for the inner and

outer region is shown below:

(u′i)
inner (

x, y, z+, t
)

= uτf4(x, y, z
+, t) (A.16)
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and

(u′i)
outer

(x, y, η, t) = uτf5(x, y, η, t). (A.17)

Applying these laws at the inlet and recycle plane and following the methodology

described above, the vertical velocity components at the inlet for both inner and outer

regions are expressed in terms of that at the recycle plane as:

u′,inneri,inlet

(
y, z+, t

)
= γu′,inneri,recyc

(
y, z+, t

)
and

u′,inneri,inlet (y, η, t) = γu′,inneri,recyc (y, η, t) .

(A.18)

Using, Equations A.9, A.11, A.14 and A.18, a composite profile for the instanta-

neous velocity at the inlet, encompassing both the inner and outer regions is expressed

as:

ui,inlet (y, z, t) = [ūi,inlet(z) + u′′i,inlet(y, z, t)]
inner[1−W (ηinlet)] +

[ūi,inlet(z) + u′′i,inlet(y, z, t)]
outer[1−W (ηinlet)],

(A.19)

where

W (η) = 0.5

1 + tanh
[

α(η−b)
(1−2b)η+b

]
tanh(α)

 (A.20)

is the weighting function which takes into account the transition from inner to outer

layer. The parameters α and b are set to 4 and 0.2, respectively [54]. These values are

chosen such that the weighting function is zero at η = 0 and unity at η = b. Hence,
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at the inner region of the boundary layer, the term [1 −W (ηinlet)] has more weight

and at the outer region of the boundary layer, W (ηinlet) has more weight.

A.2 Additional figures

In this section, additional figures pertaining to the turbulent boundary layer

(Reθ = 106) in which the firebrands are released are shown. Details concerning the

properties of the turbulent boundary layer are discussed in Chapter 4. Here, the

three dimensional representation of the isosurface of the Q-criterion, and the vorticity

magnitude, Figure A.2 of the turbulent boundary layer are shown on a slice plane at

y=20 m after the boundary layer attains a statistically stationary state.

Also illustrated in this section are the scatter plots (Figure A.3 and Figure A.4)

pertaining to the dispersion of firebrands for the non-burning case with firebrand den-

sity of 230 kg/m3 released from elevations of 20 and 40 m. These plots show the scatter

of all firebrands considered in the simulations from the time of release to deposition.

While the two-dimensional probability density function of the ground deposited fire-

brands has been discussed in detail in Chapter 4, for the sake of completeness, the

associated three-dimensional representation is also illustrated in Figure A.5.
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(a)

(b)

Figure A.2: (a) Isosurface of Q-criterion and (b) slice plane showing the vorticity
magnitude at y=20 m.
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(a)

(b)

Figure A.3: Scatter plot of firebrand paths in the xy plane for firebrands of density
230 kg/m3 released from height (a) 20 m and (b) 40 m.

135



(a)

(b)

Figure A.4: Scatter plot of firebrand paths in the xz plane for firebrands of density
230 kg/m3 released from height (a) 20 m and (b) 40 m.
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(a)

(b)

Figure A.5: Three dimensional representation of the probability density function
of deposited firebrands of density 230 kg/m3 released from height (a) 20 m and (b)
40 m.
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